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Abstract. Emotion cause extraction (ECA) aims to identify the reasons
behind a certain emotion expression in a text. It is a key topic in natu-
ral language processing. Existing methods relies on high-quality emotion
resources and focuses on only one language. However, the public anno-
tated corpora is fairly rare. Therefore, we propose an adversarial train-
ing based cross-lingual emotion cause extraction approach to leverage
the semantic and emotion knowledge in a resource-abundant language
(source language) for ECA in a resource-scarce language (target lan-
guage). Instead of large-scale parallel corpora, we capture task-related
but language-irrelevant features only on a small-scale Chinese corpora
and an English corpora. In addition, an attention mechanism based on
position and emotion expression information is designed to obtain the
key parts of the clause devoting to ECA. Our proposed approach could
capture rich semantic and emotion information in ECA learning process.
It is demonstrated that our method can achieve better performance than
the state-of-the-art results.

1 Introduction

With the flourishing development of Internet, emotion analysis has attracted
much attention in field of Natural Language Processing (NLP). Most of previ-
ous researches focus on emotion classification or emotion detection. However,
underlying information such as the cause of emotion needs to be extracted and
analyzed in many real word applications which provides crucial information for
applications ranging from economic forecast and public opinion mining to prod-
uct design.
Example 1: Because he was just attacked with a torrent of abuse online (c1).
He felt deeply angry (c2).

Emotion cause extraction (ECA) aims to identify the reason behind a certain
emotion expression automatically. As shown in Example 1, ”angry” is an emotion
expression and the cause of ”angry” is c1. It is more challenging compared to
emotion classification because it requires deeper understanding on text semantic.

? Corresponding author
?? Corresponding author



Existing approaches to identify emotion cause mainly concentrate on rule
based methods [1, 2] and machine learning algorithms [3] which ignore the trig-
ger relations between emotion expression and emotion cause. Recently, Gui [4]
considered emotion cause extraction as a question answering task to capture
the semantic relations between emotion expression and emotion cause. How-
ever, above researches fasten on only one language to identify the emotion cause
extraction as well as public annotated corpora are rare and imbalanced in differ-
ent languages, which results in the lack of utilizing abundant information from
diverse languages.

In this paper, we present a cross-lingual based approach on emotion cause
detection to leverage resources in a resource-rich language (such as English) to
improve the performance in a resource-scare language (such as Chinese) by mak-
ing most of the cross-lingual transfer knowledge. The traditional cross-lingual
approaches are based on translated resources such as bilingual dictionary and
parallel corpora or employ machine translation (MT) systems to translate cor-
pora in the source language into the target language [5]. These methods are
restricted because of the gap between the source language and the target lan-
guage as well as the accuracy of MT systems. Thus, to overcome these issues,
inspired by [6, 7], we propose an adversarial training based cross-lingual archi-
tecture (ATCL-ECA) to model cross-lingual semantic and emotion information
between two languages without relying on extra parallel corpora.

The major contributions of our work can be summarized as follows:

– We propose a cross-lingual approach (ATCL-ECA) to learn language-irre-
levant but task-related (LI-TR) information for emotion cause extraction.

– Instead of large-scale parallel corpora, adversarial training based method is
conducted on the small-scale labeled Chinese corpora from [3] and English
corpora from ECA [8]. In addition, an attention mechanism based on position
and emotion expression information is designed to obtain the key parts of
the clause devoting to ECA.

– It is demonstrated that our proposed model can capture cross-lingual seman-
tic information to bridge the gap between two languages effectively for ECA
task and outperforms the state-of-the-art approach on a public benchmark
dataset.

2 Related Work

In this section, we review the literature related to this paper from two perspec-
tives: emotion cause extraction and cross-lingual method.

2.1 Emotion Cause Extraction

With further researching on emotion analysis, the emotion cause corresponding
to an emotion expression becomes noteworthy. Emotion cause extraction could
reveal the cause information which triggers the emotion expression. Lee [9] first



gave the formal definition of this task. They manually constructed a Chinese
emotion cause corpora from the Academia Sinica Balanced Chinese Corpus.
Based on above researches, Chen [2] put this task down to multi-label classi-
fication which can capture the long distance information basing on rule-based
and semantic features. Other than these rule based methods, Ghazi [10] em-
ployed Conditional Random Fields (CRFs) to identify emotion causes. However,
this study requires emotion cause and emotion expression in the same clause.
Recently, Gui [3] proposed a multi-kernel based method to detect the emotion
cause on a public Chinese emotion cause corpora. Whereas, it fairly depended
the design of features. Inspired by the neural network, Gui [4] considered this
task as a question learning problem by constructing a convolutional memory
network. However, since public annotated corpora on this task is heavily rare,
existing researches almost focus on only one language which ignore the cross-
lingual knowledge obtaining from abundant resources to other languages.

2.2 Cross-lingual Emotion Analysis

The goal of cross-lingual emotion analysis is to bridge the gap between the
source language and target language. Machine translation (MT) or parallel cor-
pora based approaches are usually employed to solve this problem. Machine
translation based methods use MT systems to project training data into the tar-
get language or test data into source language. Wan [11] proposed a co-training
method which depends on machine translation. They first translated Chinese
testing data into English, and English training data into Chinese. After that,
they performed training and testing data into two independent views, i.e., En-
glish view and Chinese view. Li [12] opted the samples in the source language
that were similar to those in the target language to minish the gap between two
languages. With the development of deep learning, most of scholars adopt it to
learn cross-lingual representations with parallel corpora. Zhou [13] proposed a
cross-lingual representation learning model which simultaneously learn both the
word and document representations on these two languages. Besides, Zhou [14]
use a hierarchical attention model to jointly train with a bidirectional LSTM to
learn representation. However, such approaches requires large-scale task-related
parallel corpora. To solve above issues, we proposed a cross-lingual architecture
via adversarial training to detect the emotion cause. It can not only capture the
cross-lingual semantic information between two languages but also be conducted
on only small-scale corpora.

3 Model

3.1 Task Definition

The formal definition of emotion cause extraction is proposed in [3]. Given a
document Doc = {c1, c2, · · · , cn} consisting of an emotion expression e and n
clauses, which is a passage about an emotion event. Moreover, each clause c =
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Fig. 1. Adversarial training based cross-lingual ECA architecture (ATCL-ECA).

{w1, w2, · · · , wk} consists of k words. The goal of this task is to identify the
emotion cause clause corresponding to the emotion expression. When dealing
with each document, we map each word into a low dimensional and continuous
vector, which is known as word embedding [15]. All the word vectors are stacked
in a word embedding matrix L = Rdim × ‖V ‖, where dim is the dimension of
word vector and V is the vocabulary size.

3.2 Adversarial Training based Cross-lingual ECA Model

The overall architecture of Adversarial Training based Cross-lingual ECA Model
is illustrated in Figure 1, which contains three components, i.e., feature extractor,
ECA classifier and discriminator. We first use feature extractor to obtain the
contextual information from different corpora, which consists of Chinese feature
extractor Fcn, English feature extractor Fen and shared feature extractor F to
acquire information from Chinese corpora and English corpora as well as shared
semantic information between these two corpora. Then, to identify emotion cause
corresponding to the emotion expression, we construct two classifiers Ccn and
Cen on Chinese and English corpora respectively. It is well know that there is
common knowledge notwithstanding the languages are diverse. To make most
of this information, we concatenate the outputs of Fcn and the Chinese outputs
from F then feed them into Ccn. Analogously, we feed the connection of outputs
from Fen and the Chinese outputs from F then feed them into Cen. Besides,
discriminator D is used to identify the language category of samples from F .
The details of these portions are described in the following subsections.

Feature Extractor Normally, emotion expressions and emotion causes are
expressed via phrases or sentences rather than only one word. Meanwhile, the



same word in different contexts could convey different meanings. To incorporate
rich contextual semantic information, we leverage Recurrent Neural Network
with Gated Recurrent Unit (GRU) [16] to extract the word sequence features
and long term. GRU instead of LSTM are exploited as the former has fewer
number of parameters to tune, which contains only update gate z and reset gate
r to control the flow of information. For each time step t, GRU first calculates
the update gates zt and reset gate rt. Separately, the gate zt is designed to
regulate the degree of units updated to ensure that there are dependencies at
every moment and the gate rt determines the amount of selection for the previous
state. The final hidden state ht and candidate hidden state h̃t are obtained as
follows:

zt = σ(Wzxt + Uzht−1 + bz) (1)

rt = σ(Wrxt + Urht−1 + br) (2)

h̃t = tanh(Whxt + rt � (Uhht−1) + bh) (3)

ht = (1− zt)� ht−1 + zt � h̃t (4)

where xt is word embedding of word w at time step t. σ(·) and tanh(·) are
sigmoid function and hyperbolic tangent function separately. Wz, Wr, Uz, Ur,
Wh and Uh are weight matrixes. � is an Element-Wise Multiplication.

To capture the semantic features on Chinese corpora, English corpora and
the shared knowledge from two languages, we use three feature extractors: Fcn,
Fen and F . For each feature extractor, we adopt bidirectional GRU (Bi-GRU) to
incorporate the past and future contextual information. The Bi-GRU comprises
the forward GRU

−→
f which reads the sentence from left to right to learn the

historical information and the backward GRU
←−
f which reads from right to left

to obtain the future information.

−→
hit =

−−−−→
GRUw(xit), t ∈ [1, k] (5)

←−
hit =

←−−−−
GRUw(xit), t ∈ [k, 1] (6)

Then we concatenate the forward hidden state
−→
hit and backward hidden state←−

hit, i.e., hit = [
−→
hit,
←−
hit], which summarizes the information of the whole sentence

around the word w.

ECA Classifier For emotion cause extraction task, not only semantic informa-
tion of context is important, but also the relations between emotion expressions
and emotion causes are salient features. Inspired by [17], to capture the semantic
relations between emotion expressions and contexts, we utilize GRU-CNN at-
tention based model (GRU-CNN-A). As shown in Figure 2, we first use Bi-GRU
to obtain the contextual information in order that each word contains global
semantic information, i.e., c′ = f(c), where f represents Bi-GRU. It is well ac-
knowledged that not all words contribute equally to contexts. Hence, in order to
capture the crucial components of the context, we employ attention mechanism.
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Fig. 2. GRU-CNN attention based emotion cause identification model.

Moreover, it can prompt the model to pay more or less attention to individual
words or sentences.

Obviously, the emotion expressions are triggered by specific emotion cause
events. Normally, these events are closed to the emotion expressions. Table 1
illustrates the distribution of cause positions and we can see most of emotion
cause clauses abut the emotion expressions. Therefore, apart from emotion ex-
pressions themselves the distance between current clause and emotion words play
core roles in emotion cause identification. In this paper, we combine position in-
formation p and emotion expression e to acquire attention of a word. Firstly, we
obtain the word attention by the relative distance p between current clause and
emotion expression e. Specifically,

mp = c′ ·W p · p (7)

αpj =
exp(mj

p)∑M
k=1 exp(m

e
k)

(8)

where Wp is the weight matrixes. αpj represents the importance of word in posi-
tion j corresponding to the position vector p. That is, we make matrix multipli-
cation between the output of Bi-GRU c′ and the position vector p as well as get
a normalized importance weight αpj through a softmax function. Similarly, the
importance of words in contexts is also corresponding to the emotion expression
e.

me = c′ ·W e · CNN(e) (9)

αej =
exp(mj

e)∑M
k=1 exp(m

e
k)

(10)



where We is the weight matrixes. αej represents the importance of word in posi-
tion j corresponding to the emotion expression. Usually, emotion expression is
one word or short multiple-words which is not adapted to long term encoder.
Therefore, we first feed emotion expression e into CNN to get the emotion ex-
pression CNN(e). Then, we measure the importance of the word by making
matrix multiplication between c′ and CNN(e). After that, the clause vector
ce and cp are computed as a weighted sum of word annotations based on the
weights αej and αpj . For each clause, the final representation is the concatenation
of ce and cp.

cp =
∑

(αp · c) (11)

ce =
∑

(αe · c) (12)

o = cp ⊕ ce (13)

y = softmax(W · o) (14)

The ECA classifier is trained by minimizing the cross entropy:

L =
∑

(x,y)∈D′

∑
q∈Q

yqlogfq(x; θ) (15)

where D′ is the collection of training data and Q is the target category of sample.
yc is the target distribution. f(x; θ) is the predicted distribution of the model,
θ is the parameter set.

Discriminator It is well acknowledged that the deeper fully connected network
is, the better expressive ability it has. With the activiation layers and dropout
layers are added, fully connected network not only has good ability for nonlinear
mapping but also can prevent overfitting effectively. Therefore, considering the
high prediction accuracy and the simple structure of fully connected network,
we applied it to discriminator.

Output and Model Training For emotion cause classifier, we use the log
likelihood of the correct labels as objective function:

(Θm, Θs) =

M∑
m=1

Nm∑
i=1

logp(Y
(m)
i |c(m)

i ;Θm, Θs) (16)

where Θm and Θs represent all parameters in private layers and shared layers. To
guarantee that F can capture LI-TR features, discriminatorD and shared feature
extractor F need to game by adversarial training. For clause c, we construct
discriminator D below,

p(·|Θd, Θs) = softmax(WT
d h

(s)
c + bd) (17)



Table 1. Cause Position of Each Emotion.

Distance ECA-16 ECA-13-En-Train ECA-13-En-Test

-3 1.60% 6.42% 6.23%
-2 5.53% 8.35% 7.63%
-1 32.90% 10.55% 9.38%
0 50.41% 12.84% 13.83%
1 5.22% 10.11% 8.18%
2 1.56% 7.76% 5.94%
3 0.48% 6.02% 4.68%
others 2.3% 37.95% 44.13%

Table 2. Distribution of emotion cause clauses and non-emotion cause clauses.

Distance ECA-16 ECA-13-En-Train ECA-13-En-Test

EC Clause 6.96% 14.17% 15.09%
NEC-Clause 93.04% 85.83% 84.90%

where h
(s)
c is the output of shared feature extractor F . Θd represents the pa-

rameter WT
d and bd, Θ

s is the parameter on shared layer. For discriminator, the
training objective is an adversarial gaming process, which consists of two compo-
nents, i.e., optimizing the parameters of discriminator to identify the language of
shared feature and optimizing the parameters of shared feature extractor to en-
sure that discriminator D cannot identify the language of shared feature. These
two objective functions are as follows,

maxΘd1adv(Θ
s) =

M∑
m=1

Nm∑
i=1

logp(m|c(m)
i ;Θd, Θs) (18)

maxΘs2adv(Θ
d) =

M∑
m=1

Nm∑
i=1

logH(p(m|c(m)
i ;Θd, Θs)) (19)

where H(p) = −
∑

ipilogpi and it is the entropy of distribution p. Finally, the
objective function of ECA and adversarial training are incorporated to obtain
the ultima objective function.

(Θ;D) = seg(Θ
m, Θs) + 1adv(Θ

d) + λ2adv(Θ
s) (20)

Here, λ is a weight hyper parameter to control the degree of each portion.
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Fig. 3. The example of emotion cause extraction

4 Experiments

4.1 Data Sets

The proposed approach is evaluated on a Chinese emotion cause corpora1 [3]
(ECA-16) and NTCIR 2017 ECA-13 dataset2 (ECA-13). The former one ECA-
16 comprises 2,105 documents from SinaNews3. The latter one ECA-13 contains
two components, i.e., 3,000 Chinese documents from social SinaNews and 3,000
English documents from novels. And for each sub-corpora of ECA-13, there are
2,500 documents for training and 500 documents for testing.

To observe the similarity and distinguish between ECA-13 and ECA-16,
above all, we keep statistics on these datasets. The details are listed in Ta-
ble 1 and Table 2. Table 1 shows that 88.53% emotion causes adjoin the emotion
expressions, i.e., the distance is less one, however, only 33.5% in ECA-13-En-
Train. Saliently, there are commonalities between these datasets. For example,
emotion causes abut the emotion expressions. Apparently, position plays a very
important role in ECA.

In this paper, we use 90% of the data from ECA-16 for Chinese feature
extractor Fcn training and 10% for final testing. Besides, we employ ECA-13
English training dataset for English feature extractor Fen training. Specifically,
we feed Chinese clauses and English clauses whose emotion categories are same
to the former, English clauses and Chinese clauses whose emotion categories
are same to the former, Chinese clauses, English clauses and all their position
information into shared feature extractor F , as the example shown in Figure 3.

1 http://hlt.hitsz.edu.cn/?page%20id=694
2 http://hlt.hitsz.edu/?page id=74
3 https://news.sina.com.cn/society/



Table 3. Comparisons with existing methods.

Method Precision Recall F1

RB 0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887
RB+CB+ML 0.5921 0.5307 0.5597
MKSV M 0.6673 0.6841 0.6756
ConvMS-Memnet 0.7067 0.6838 0.6955
ATCL-ECA 0.7629 0.6825 0.7205

4.2 Experimental Settings and Evaluation Metrics

In the experiments, we set the hidden units h = 50, the dimension of word
embeddings d = 100 and the learning rate lr = 0.002. Specifically, the word
embeddings are pretrained by word2vec from [18] and the 50-dimension position
embeddings are randomly initialized with the uniform distribution U(-0.1,0.1).
Dropout is set to 0.25 to overcome the overfitting in training process. And the
batch size is set to 32 according to the best F value on the testing set. We evaluate
the performance of emotion cause identification by the metrics used in [3], i.e.
precision (P ), recall (R), and F-measure (F ), which is commonly accepted. If a
proposed emotion clause covers an annotated answer, it is considered correct.

4.3 Comparisons of Different Methods

We compare ATCL-ECA with some traditional and advanced baselines as shown
in Table 3.

– RB (Rule-based method): RB is proposed by [9], which is a rule-based ap-
proach to extract emotion cause.

– CB (Commonsense based method): The method is proposed by Russo [19],
which uses the Chinese Emotion Cognition Lexicon as commonsense knowl-
edge base [20].

– RB+CB+ML (Machine Learning): Gui [3] employed rule-based and com-
monsense based method to extract features and classify with machine learn-
ing algorithm.

– MKSVM : Gui [3] used multi-kernel method trained with SVM to identify
the emotion cause.

– ConvMS-Memnet: ConvMS-Memnet is proposed by Gui [4]. They re-
garded the task as a question answering problem, which is the current state-
of-the-art method on emotion cause extraction.

– ATCL-ECA: ATCL-ECA is our proposed adversarial training based ap-
proach.

Table 3 shows the evaluation results, and we can observe the followings. Since
rule-based methods face low coverage and poor universality, RB gives low recall.
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Fig. 4. a): The architecture of model-1; b): The architecture of model-2.

Table 4. The results of different architectures.

Method Precision Recall F1

Model-1 0.6872 0.6733 0.6802
Model-2 0.6631 0.6530 0.6580
Model-3 0.7629 0.6825 0.7205

Nevertheless, commonsense based method achieves quite high recall but low pre-
cision. It is on account of there are almost all collocations between emotion ex-
pressions and emotion cause events when constructing the commonsense knowl-
edge base, which ignores that the semantic information of the emotion expression
is associated with contexts around it. RB+CB+ML verifies that RB and CB are
complementary to improve the model performance. In addition, machine learn-
ing based method MKSVM and deep learning based method ConvMS-Memnet
outperform above approaches. Both of these two approaches consider the contex-
tual information. Concretely, MKSVM captures the structured information and
lexical features. The latter ConvMS-Memnet can model the relations between
emotion expressions and emotion cause clauses. The best F value is achieved by
ATCL-ECA, which outperforms the state-of-the-art method ConvMS-Memnet
by 2.5%. The results illustrate the performance of leveraging the cross-lingual
semantic information. Meanwhile, it also verifies that cross-lingual information
can bridge the gap between two languages effectively.

4.4 Comparisons of Different Architectures

We further study the performance of different architectures of cross-lingual emo-
tion cause extraction. As shown in Figure 4 and Figure 1, the distinction of three
models is that the input features fed into emotion cause extraction classifiers are
diverse. Model-1: The concatenations of the features from shared feature ex-
tractor F and Chinese feature extractor Fcn are fed into Chinese ECA classifier



Table 5. The results of different sampling methods.

Sampling Method Precision Recall F1

N-S 0.4749 0.7765 0.5894
U-S 0.6872 0.6654 0.6761
O-S 0.6945 0.6893 0.6919
O-S(batch 1:1) 0.7629 0.6825 0.7205

Table 6. The results of different attention hops.

Atention Hops Precision Recall F1

Hop 1 0.6749 0.6625 0.6686
Hop 2 0.7049 0.6865 0.6856
Hop 3 0.7122 0.7031 0.7076
Hop 4 0.6739 0.6955 0.6845
Hop 5 0.6824 0.7024 0.6923
Hop 6 0.6705 0.6876 0.6789

Ccn. Model-2: The concatenations of the features from shared feature extractor
F and embeddings of Chinese documents are fed into Chinese feature extractor
Fcn. Model-3: Model-3 is the combination of Model-1 and Model-2. The con-
catenations of the features from F and embeddings of Chinese documents are
fed into Fcn. Meanwhile, the concatenations of the features from F and Fcn are
fed into Chinese ECA classifier Ccn.

The results listed in Table 4 are the comparisons of above three models. It is
illustrated that the results of Model-3 outperforms others. Specifically, in Model-
3, the concatenations of features from shared feature extractor F and private
feature extractor Fcn and Fen play important roles in ECA classifiers. Moreover,
for private feature extractors, the inputs are from pretrained embeddings of data
and the outputs of shared feature extractor. Obviously, Model-3 could capture
more cross-lingual semantic information for emotion cause extraction.

4.5 Effects of Sampling Methods

The different methods of sampling could reflect the strength of model learn-
ing ability. In this paper, the distribution of positive and negative samples in
datasets is fairly imbalanced which is shown in Table 2, thus, the data requires
sampling first. The results are listed in Figure 5. N-S represents no sampling,
which gives low recall, precision and F value. Oversampling with batch 1:1 (O-S
batch 1:1) achieves best performance compared with undersampling (U-S) and
oversampling (O-S). Moreover, batch 1:1 adds not only the ratio of positive and
negative samples to 1:1, but also the mandatory ratio to 1:1 on each batch. It is
demonstrated that both sampling methods and the ratio of positive and negative
samples in each batch play important roles to model optimizing process.



4.6 Effects of Different Attention Hops

It is well know that computational models using deep architecture with multiple
layers could have better ability to learn data representations. In this section, we
evaluate the influence of multiple hops in this task. We set the number of hops
from 1 to 6. As shown in Table 6, the performance improves with the increasing
number of hops when it is from 1 to 3. However, the performance decreases
when the number of hops is larger than 3 because of the overfitting on this
small dataset. Thus, we opted 3 hops in our final model since it gives the best
performance.

5 Conclusion and Future Work

In this paper, we propose a new approach to identify the emotion cause corre-
sponding to the emotion expression. The key property of this approach is the
use of cross-lingual shared knowledge. The proposed model capture language-
independent but associated with emotion cause extraction information by ad-
versarial training. Instead of large-scale parallel corpora, our model achieves
significantly better performance only on the small-scale Chinese corpora and
English corpora compared to a number of competitive baselines. Meanwhile, the
attention mechanism based on position information and emotion expression is
designed to obtain the key parts of the clause. Experimental results verifies that
our proposed approach outperforms a number of competitive baselines. In the
future, we will construct English corpora from social news to shrink the disparity
on cross-lingual corpora.
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