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Abstract. The mis-recognition of proper nouns reduces the quality of conversa-

tion performance of dialog systems or human beings via speech-to-speech trans-

lation systems. In this paper, we propose a method for building a proper noun 

dictionary for automatic speech recognition (ASR) systems that uses class-based 

language models. The method consists of two parts: a training data building part 

and a word classifier training part. The first part uses a text sentence corpus con-

taining proper nouns. For each proper noun, the first part determines the class 

that gives the highest sentence-level automatic evaluation score from the ASR 

result. The second part trains a Convolutional Neural Network (CNN)-based 

word class classifier by using the training data yielded by the first step. The train-

ing data consists of sentences that contain a proper noun and the proper nouns’ 

classes with the highest scores. The CNN is usually trained to predict the proper 

noun class, but this proposed method requires no manually annotated training 

data. By using the proposed method, the experimental results on a speech recog-

nition system show that the dictionary created by the proposed method achieves 

performance comparable to that of a manually annotated dictionary. 

 

Keywords: Automatic Speech Recognition, Dictionary, Convolutional Neural 

Network 

1 INTRODUCTION  

As a result of significant advances in technical innovations of speech processing and 

natural language processing, spoken dialog systems [1] and speech-to-speech transla-

tion systems [2] are becoming realistic tools for travelers. Especially for the travel do-

main, the coverage of proper nouns for tourist spots, landmarks, restaurants, and ac-

commodation highly influences the system performance. 
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The ASR system has a role in the input interface for both dialog systems and speech 

translation systems. Many studies in the field of ASR have considered the problem of 

proper noun coverage. These studies can be classified into two approaches. The first 

approach of sub-word modeling is used to handle low occurrence words in the training 

corpus [3,4]. The second approach deals with out-of-vocabulary (OOV) words in the 

training corpus by using the class-based language model and other language resources 

such as a hand-crafted dictionary [5,6]. This paper uses the latter approach. 

To handle proper nouns newly produced on a daily basis, the research shown in this 

paper takes the latter approach, which uses ASR with the class-based language model 

and dictionary. The class-based language model requires additional cost to manually 

annotate the word class for each new word. In this paper, we propose a novel method 

for automatically estimating the word classes. To train a word class classifier, the pro-

posed method only uses surface and phoneme expressions of the new words, and sen-

tences including the words. Since the proposed method does not require manual class 

annotation nor any kind of speech data, the method has significant merits for practical 

applications. 

Section 2 describes related work. Section 3 explains the proposed method. Section 4 

shows the experimental results using the ASR system. Finally, Section 5 concludes the 

paper and presents directions for future work. 

2 RELATED WORK  

OOV caused by data sparseness is one of the biggest problems in ASR. To solve the 

problem, the class-based language model was proposed in the ASR research field. 

There are several design concepts to introduce the class-based language model to the 

ASR system. 

One of them is a framework that allows posterior proper noun registration. Even 

after training of the language model, this framework enables the user to register the 

demanded proper nouns by using the class-based language model. In practical usage, 

the word registration function is very helpful for users. However, users are expected to 

understand word class specifications and annotate the demanded new words by them-

selves. 

The other concept of class-based language model usage is a hierarchical language 

model [7]. Since this method handles OOV by using sub-word or character level mod-

eling, manual word registration is not required. However, there is no way to guarantee 

the output of demanded new words. Even technology such as end-to-end ASR [8] has 

the same problem.  

As described above, each concept has advantages and disadvantages. In this re-

search, we emphasize practical usage and assume the posterior proper noun registration 

framework. The proposed method enables the annotation cost for the framework to be 

reduced. 

Some researches of the named entity recognition (NER) [9-10] have been conducted 

in the Natural Language Processing (NLP) field, but most NER methods require man-

ually annotated data for training. Compared to the conventional NER approach, the 
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proposed method has large merit in practical usage. As a related work, automatic 

method for building the machine translation (MT) dictionary has been proposed [11]. 

However, the method only has been applied to an MT’s dictionary.  

Since this proposed method does not require manually annotated data, users can reg-

ister new words with minimum cost.  Additionally, the method has high portability to 

proper noun specification updates, which can occur in the system development phase. 

3 PROPOSED METHOD  

The proposed method takes a supervised training approach using automatically built 

training data. Figure 1 shows the framework for the proposed method.  The method consists of 

three parts: the training data building part, the training part and the classification part. 

Firstly, the training data building part is constructed of training data from unsuper-

vised learning (see 3.1). A speech corpus is required to build training data, but only a 

text corpus is required for actual word class classification in this proposed method. 

Secondly, by using text sentences including proper nouns and the obtained best class 

categories, the convolution neural network (CNN) based classifier is trained (see 3.2). 

Lastly, this CNN based classifier predicts the best class category for proper nouns by 

processing the sentence including the proper nouns CNN (see 4). 
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Fig. 1. Framework for the proposed method. 

 

3.1 Training data building without human annotation 

Figure 2 shows the flow of training data building part. Unsupervised learning is 

based on determining the word-class category that gives the best ASR performance. By 

calculating the Word Error Rate (WER) in sentence-units, the best word class is deter-

mined for each sentence. In order to evaluate ASR performance by WER, waveform 

data is necessary. Instead of using human speech, we use the TTS system to yield the 

synthesized waveform. 
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Fig. 2. Flow of the training data building part. 

 The text corpus contains proper nouns. For each class category, the proposed 

method yields multiple ASR results by the following steps. 

 

Step 1 Sentences including proper nouns are extracted from the text corpus. 

Step 2 Extracted proper nouns are registered to the ASR and TTS dictionaries as 

one of the word classes. 

Step 3 Speech is synthesized from the sentences by using TTS with the dictionary 

 created in Step 2. 

Step 4 The synthesized speech is automatically recognized by using ASR with the  

dictionary created in Step 2. 

Step 5 The registered proper noun entry in Step 2 is removed from the ASR  

dictionary. 

Step 6 Steps 2 to 4 are continued until all kinds of classes are registered to the dic-

tionary.  

 

By using the multiple ASR result and the original sentence in text, the most suitable 

word class ( �̂� ) for the ASR performance is selected by the following formula. 

Extract proper noun

Set temporary word class

ASR result

Text Corpus

Calculate sentence-level
automatic evaluation 

Add to training 
data

Choose the most suitable 
word class Eq. 1

Have all word
classes been

Add the proper noun to 
dictionary

Speech recoginition by 
ASR

Remove added proper 
noun from

No

Yes

Create the waveform by 
TTS for the ASR



6 

 �̂� = 𝐚𝐫𝐠𝐦𝐢𝐧𝒄∈𝑪𝑺𝑾𝑬𝑹
𝒄 (𝑻𝑹𝑬𝑭, 𝑻𝑨𝑺𝑹

𝒄 )  (1) 

Where 𝑪, 𝑻𝑹𝑬𝑭, 𝑻𝑨𝑺𝑹
𝒄

  are the set of word class, reference, which is the transcription 

of speech, and an ASR output whose dictionary has entry of the target proper noun as 

word class c, respectively. And 𝑺𝑾𝑬𝑹
𝒄  is the sentence-level WER score between 𝑻𝑹𝑬𝑭 

and 𝑻𝑨𝑺𝑹
𝒄 , calculated by the following formula: 

 𝑺𝑾𝑬𝑹
𝒄 (𝑻𝑹𝑬𝑭, 𝑻𝑨𝑺𝑹

𝒄 ) = (𝑺𝑨𝑺𝑹
𝒄 +𝑫𝑨𝑺𝑹

𝒄 +𝑰𝑨𝑺𝑹
𝒄 ) 𝑵𝑹𝑬𝑭⁄  (2) 

Where 𝑺𝑨𝑺𝑹
𝒄 , 𝑫𝑨𝑺𝑹

𝒄    and 𝑰𝑨𝑺𝑹
𝒄  are the number of substation words, deletion error 

words, and insertion error words, respectively. And 𝑵𝑹𝑬𝑭 is the total number of words 

in the reference. In the word class classifier training part, triplets of the proper noun, 

sentence and �̂� which is a teacher signal are used as training data. 

3.2 Word class classifier training part 

This subsection explains the method for training the word classifier using the training 

set established by the previous subsection. For proper noun classification, we train clas-

sifiers that are configured as the CNN. CNN gave superior performance in the research 

fields of image processing and speech recognition [12,13]. Currently, CNN has also 

outperformed the NLP task such as text classification [14,15] by incorporating word-

embedding [16] in the input layer. 

The network configuration for our proper noun categorization is shown in Fig. 3..   

Fig. 3. Convolutional Neural Network for Proper Noun Classification. 

 
Here, 𝑥𝑖(∈ 𝑅𝑘) is the word-embedding vector of the i-th word in a given sentence. 

By concatenating word-embedding vectors, a sentence whose length is n is expressed 

as the following formula: 

 𝒙𝟏:𝒏 = 𝒙𝟏・・・𝒙𝒊・・・𝒙𝒏 (3) 
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The convolutional layer maps the n-gram features whose length (or filter window 

size) is h to the j-th feature map by using the following formula: 

 𝒄𝒉,𝒋,𝒊 = tanh(𝐰𝒉,𝒋 ∙ 𝒙𝒊:𝒊+𝒉−𝟏 + 𝒃𝒉,𝒋)   (4) 

where 𝐰𝒉,𝒋 and 𝒃𝒉,𝒋 are the weights for filtering and bias terms, respectively. For 

each n-gram length and feature map number, concatenate the results of Eq.4 as follows: 

 𝑐ℎ,𝑗 = [𝑐ℎ,𝑗,1, 𝑐ℎ,𝑗,2,・・・𝑐ℎ,𝑗,𝑛−ℎ+1] (5) 

The max pooling layer chooses the element that has the largest value from all ele-

ments in 𝑐ℎ,𝑗 as follows: 

 �̂�ℎ,𝑗 = max
𝑖=1:𝑛−ℎ+1

𝑐ℎ,𝑗   (6) 

The fully connected output layer uses the softmax operation to yield the probability 

distribution of the categories (�̂� ∈ 𝑅𝑛𝑐) as follows: 

 �̂� =
exp (𝑍𝑞)

∑ exp (𝑧𝑝)
𝑛𝑐
𝑝=1

, 𝑞 = 1,・・・, 𝑛𝑐 (7) 

Where 𝑛𝑐 is the total number of categories. And, 𝑧(∈ 𝑅𝑛𝑐) are the raw output values 

from the output layer. 

4 EXPERIMENTS 

4.1 Evaluation Method 

In the experiments, first we build training data by using TTS and baseline ASR.  Sec-

ond, we train the CNN-based classifier using the training data. Third, by using the clas-

sifier, we build the Japanese proper noun dictionary for ASR. 

As an evaluation of the classifier, we carried out speech recognition experiments 

using several dictionaries including a handcrafted dictionary and an automatically built 

dictionary by using the proposed method. In the evaluation experiments, we compare 

the word accuracy of the ASR systems in several dictionary conditions as follows. 

 

Condition 1 Manual word class annotation by a human annotator. 

Condition 2 Based on uniform distribution, randomly assign the word class  

for each proper noun.  

Condition 3 Based on the prior distribution shown in 

Table 1. Details of word class in the data set. 

. 

Condition 4 Automatic word class annotation by the proposed method. 

 

The evaluation experiments are carried out by the 4-fold cross validation manner. 
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 Table 1. Details of word class in the data set. 

Category % in the data set 

Accommodation 1.84% 

Attraction 3.25% 

Building 28.33% 

Food 11.75% 

Japanese first name 5.09% 

Landmark 33.51% 

Organization 1.93% 

Shop 1.67% 

Special name 0.61% 

Souvenir 12.02% 

Total 100.00% 

4.2 Experimental Settings  

As a test set of the ASR experiments, we use the Japanese part of speech data from the 

speech-to-speech translation system field experiments lead by,  Global Communication 

Project funded by the Japanese Ministry of Internal Affairs and Communications.  As 

for the speech data, TTS speech is used in the training data building part. Speech data 

from the field experiments is used for the ASR evaluation. 

From the transcription of the field data, we extract 173 sentences that contain only 

one proper noun for each sentence. We use the set for our experiments. The unique 

number of proper nouns is 73. Some proper nouns are observed in multiple sentences 

in the set. For these kinds of sentences, we arranged for cross validation experiments 

not to occur in the training data or the validation set.  

Table 1 shows the details of the word class specifications and occurrence in the train-

ing set. There are 10 word-classes that are related to the travel domain. In the data set, 

word-class of building names has the highest occurrence. Special names, which is used 

by animal names, plant names, character names and etc., have the lowest occurrence. 

The ASR system used for the experiments has been developed by the National Insti-

tute of Information and Communications Technology (NICT). The ASR system is a 

submodule of the VoiceTra speech-to-speech translation system [2]. In these experi-

ments we use the latest version of ASR. The system is composed of the Deep Neural 

Network--Hidden Markov Model (DNN-HMM) acoustic model and class-based n-

gram language model by using the Weighted Finite State Transducer (WFST). In the 

language model of the system, around 100 word classes are manually defined for proper 

nouns. These classes include word classes related to several domains such as medical, 

travel, disaster and so forth. Except for proper nouns, all words are simply processed in 

word units by the language model.  
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Since the speech data set of our experiments is in the travel domain, we manually 

specified the word class subset related to the travel domain. Table 1 shows the specified 

subset. For our experiments, we use only the 10 classes shown in the table.  

Before training the CNN-based classifier, we trained the word-embedding matrix 

using Word2Vec[14] on the Wikipedia corpus. The word-embedding matrix is fixed 

through CNN training. Details of these two corpora are shown in Table 2.  

Table 2. Statistics of Training Corpora Used for the Experiments. 

Corpus type # of words Lexicon size 

Experiment corpus 1,572  430  

Wikipedia corpus 10,363,151  116,556  

 

Table 3 shows the detailed parameter setting of the CNN-based classifier. As shown 

in the table, the CNN has 10 output units, and each of them outputs the probabilities of 

the word classes, which are shown in Table 1. As shown in Table 1, data size varies 

depending on the word class. To reduce the adverse effect of data imbalances, we sam-

pled training data to be balanced while mini-batch training.  

 

 

 

 

Table 3. CNN Parameter Setting 

Parameters Setting 

Maximum length of input sentence 150 words 

Mini batch size 64 

Dimension of word-embedding vector(k) 100 

Filter windows size (ngram length) 3 to 5-gram 

Number of filters for each window size 128 

Dropout rate for fully connected layer 1 

Optimizer Adam optimizer  

# of output units 10 

4.3 Experimental results 

  Figure 4 shows the automatic evaluation results of speech recognition by ASR with 

several types of class-based dictionaries. In the figure, the vertical axis represents the 

automatic evaluation score calculated by word accuracy. For all conditions, we used 

the same class-based ASR system developed by NICT, and only the 10 classes shown 

in Table 1. The only difference is the way of annotating the word class for the proper 

noun dictionary. For Conditions 2 and 3, we performed 10 random annotations for each 

proper noun, then calculated the average score. The error bars in the figure show 
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standard deviations over the 10 random trials. For Condition 4, we carried out 4-cross 

validations once on the data set. 

As the figure shows, the proposed method gives much better performance compared 

to two random annotations. Additionally, the proposed method gives better perfor-

mance than the manual annotation. Finally, the dictionary that registered the proper 

nouns by the proposed method has no adverse effects. The reason may be as follows. 

Figure 5 shows the additional experiment. Proper nouns are correct or not in the ASR 

result. In this figure, the vertical axis represents the automatic evaluation score calcu-

lated by the accuracy of proper nouns. In this experiment, the proposed method’s result 

is better than that of Conditions 1,2,3. 

A human annotator decided the word category from the proper nouns only. The pro-

posed method automatically annotates word class using a sentence including a proper 

noun, thus, the proposed method can use context information to annotate multiple 

proper noun categories. Such context information has one of advantages for the im-

proving the accuracy of proper nouns. 
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Fig. 4. The word accuracy of sentences including proper nouns 

 

Fig. 5. The accuracy of proper nouns in the ASR result  

 

5 CONCLUSIONS AND FUTURE WORK 

According to the method of automatically building for a dictionary, users registered 

new words better than of Conditions 1. We proposed a method for building a dictionary 

for a class-based ASR system. We carried out experiments using speech data from the 

field experiments.  
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First, the training set for a CNN-based word classifier was automatically built. In order 

to build the training data without manual annotation, transcription of the field speech 

and synthesized waveform were used. By using the word classifier, proper nouns in the 

data set were automatically annotated and added to ASR dictionary.  As an evaluation 

of the proposed method, speech recognition experiments were carried out. Here, ASR 

system with several dictionary conditions were compared based on word accuracy. Ac-

cording to the evaluation results, proposed method gave the highest speech recognition 

performance. 

Since the proposed method did not require manual annotation and a speech record-

ing, it enabled quick development of the class-based speech recognition system. Then, 

by using the context information to annotate multiple proper noun categories, the pro-

posed method has advantages for proper nouns that had multiple meanings 

The experiment shown in the paper was carried out on only Japanese part of the data 

from filed experiments of speech-to-speech translation system. As future works, we are 

conducting experiments on the other languages to show the effectiveness of the pro-

posed method in several languages.  
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