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Abstract. In this article, we consider the problem of supervised morphologi-

cal analysis using an approach that differs from industry spread analogs.  

The article describes a new method of lemmatization based on the algorithms of 

machine learning, in particular, on the algorithms of regression analysis, trained 

on the open grammatical dictionary of Russian language.   

Comparison of obtained results was performed with existing alternative applica-

tions that are used nowadays for addressing lemmatization problems in NLP 

problems for Russian language. 
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1 Introduction 

A common problem in the analysis of texts is a large feature space that corresponds to 

the dictionary used in text vectorizers (90-200 thousand attribute entities). A common 

approach to reduce vector space is to normalize texts. It shows considerable success in 

reducing vector space in cases when a relatively small amount of available text of da-

tasets leads to more balanced and inaccurate models. In addition to dimensionality re-

duction of Vector Models it also reduces the size of the index which speeds up all text 

processing operations. 

Normalization, in particularly, word lemmatization is a one of the main text prepro-

cessing steps needed in many NLP problems as well as in practical applications. The 

lemmatization is a process for assigning a lemma to each word. Lemma is a canonical 

(normal, dictionary) form of the lexeme. For instance, in Russian language, the normal 

form of a noun corresponds to the form in the nominative case in the singular (for ex-

ample, sestry / sisters) → sestra / sister), for adjectives, the normal form will corre-

spond to the nominative case, masculine, singular (sil'nymi / by strong) → sil'nyj / 

strong), verbs have the normal form corresponding to the infinitive (begut / they run) 

→ bezhat' / to run) [1]. A number of approaches exists for lemmatization [2–4]. While 
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it is not so bright for Russian. Our machine learning task is complicated by that fact 

that Russian is influenced by a number of essential attributes related to the internal 

complexity of this natural language [5].  

Two popular morphological analyzers for the Russian language are the pymorphy2 [6] 

and MyStem [7], the comparison with which is carried out in this article.  MyStem is a 

tool for morphological data acquisition for Russian languages, pymorphy2 is a mor-

phological analyzer for Russian and Ukrainian languages. They both are freely availa-

ble for non-commercial and limited commercial use. MyStem is based on dictionary, 

automatically converted to trie structure. Pymorphy2 is based on OpenCorpora diction-

aries [8]. Both of them are based on hand-written set of heuristic rules, and on corpus 

statistics to eliminate extra morphological variants and obtain morphology of a wide 

lexical coverage. 

In our work the lemmatization is treated by building tree regression models [9] i.e., by 

supervised automatic learning with decision trees that are constructed corresponding to 

language grammatical features. A number of regression models have been compared 

by training on a well-built dictionary. Our method is a direct supervised approach of 

building word lemma regressor. In principle, this approach may be applied to any lan-

guage, that captures the property of high variability inside its syntactic forms. Our ap-

proach estimates the possibility of computing syntactic models using only datasets of 

big data dictionaries.  

The article shows a comparative analysis of the lemmatization by pymorphy2, MyStem 

and the new method proposed by the authors. For testing purposes lemma data set from 

is obtained by parser of ABBYY Compreno [10]. ABBYY tool is taken as a gold stand-

ard of comparison approach, because nowadays is considered as state of art for the 

industrial techs. Dataset contains 225 publications taken from the Kazakhstan news 

portal tengrinews.kz marked by this parser. The proposed lemmatization can be used in 

various fields; however, it is currently being considered for the preprocessing of Rus-

sian-language media texts. The motivation to develop the lemmatizer is due to the fact 

that the same entities of Russian language used in Kazakhstani media are partially dif-

ferent from the entities of Russian language used in Russian media. 

2 Regression models 

2.1 Dataset  

For training models, the open grammatical dictionary of Russian language [11] was 

used, consisting of more than 2 million words and their normal forms. To test the 

method, the corpus of the Kazakhstan news portal tengrinews.kz was taken, including 

225 publications (20621 words). All publications are parsed via the ABBYY parser. 

For obtaining accuracy of the regression models open-corpora dataset [8] is used.   
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2.2 Method 

Vectorization of words is performed character-by-character into a vector of fixed length 

30 (feature space) and values as a sequence of a letter in the alphabetical order with 

following zeros. After vectorization of various word forms and their initial forms ob-

tained from the open dictionary, two arrays of vectors were obtained, which were ran-

domly divided into training and test samples in a ratio 70 to 30. The resulting arrays 

were fitted into corresponding regression models. The following regression models 

were used: Decision Tree, Random Forest, Extra Tree, and Bagging from sklearn Py-

thon library [12]. Each feature receives weights according to its contribution to com-

puted lemma. See Fig.1., where X and Y axes means feature and weight, correspond-

ingly. Extra Tree achieves 88/81%, Random Forest Regressor achieves - 80/76%, De-

cision Tree Regressor - 73/68% and Bagging Regressor - 80/76% on train/test accuracy 

scoring. Experiments with variations on hyperparameters of the computation algo-

rithms have shown that their optimization (i.e., a search for optimal values of tree depth 

and maximal splitting size) does not give essential improvement. The performed learn-

ing and test results are presented in Tables 1 and 2. 

Table 1. Accuracy of tree regression models. 

Regressor Crossvalidation  

(num. of folds=5,  

2337988 words) 

Train/Test split (67/33, 

2337988 words) 

ABBYY  

corpus check  

(20621 

words) 

Open-cor-

pora check  

(347409 

words) 
Train Test 

DecisionTree 0.3466 0.7296 0.6788 0.7561 0.7088 

RandomForest 0.5991 0.8035 0.7562 0.3623 0.3556 

ExtraTree 0.6697 0.8759 0.8096 0.7544 0.6840 

BaggingRegressor 0.6006 0.8045 0.7571 0.3682 0.3569 

 

 
Fig. 1. The weights for features distribution (feature importance) reflect Russian word morphol-

ogy (prefix, root, suffixes, etc.) are shown for Random Forest (dotted line) and Extra Tree (con-

tinues line) regression models. 
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Table 2. Alternative lemmatizators. 

Lemmatizator The whole data set  

2337988 words 

ABBYY  

corpus check  

(20621 words) 

Opencorpora check  

(347409 words) 

Pymorphy2 0.7643 0.8181 0.8967 

MyStem 0.6488  0.7250 0.8208 

2.3 Experiments 

In order to evaluate the performance of the method, the authors' lemmatizer was com-

pared with the MyStem and pymorphy2 lemmatizers, using the ABBYY parser to pro-

vide the testing data set. The number of wrongly lemmatized words is compared and 

shown by Venn diagram for these three lemmatizers by using the ABBYY test dataset 

(see Fig.2).  

 

 

Fig. 2. The total number of errors and number of mutual errors in the testing dataset(20621 

words) for our lemmatizer, MyStem and pymorphy2 are shown. 

Conclusion 

Decision tree regressors is not a silver bullet in machine learning, yet it can be a good 

tool in modelling language models in cases when it is too complicated to compose thou-

sands of different rules.  Our approaches estimate the possibility of computing syntactic 

models using only datasets of big data dictionaries. As an interesting by-product it is 

worth to mention that we get a possibility of evaluating the amount of contextual word 

dependencies in a language to be explored. (e.g., by estimates from [10], the ambiguity 

doesn’t cost more than 10 - 20% of the index size for Russian.)  

Number of experiments shown the developed new lemmatizer is able to solve the 

problem of lemmatization (especially for specific text topics), although it needs further 

training. Experiments can be continued for the corpus with a large number of publica-

tions and with the study of the speed of the algorithms. 

The working version of the lemmatizer can be found at http://isa1.pythonany-

where.com/ 

http://isa1.pythonanywhere.com/
http://isa1.pythonanywhere.com/
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