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Abstract. Nowadays, Neural Networks are widely used for abstractive and ex-
tractive summarization, since they are able to create human-like summaries. To
the best of our knowledge, few existing neural models for summarization use
a priori word features such as POS tags, which require time to be generated.
In this paper, we present a model called NeTSumm that merges the Sequence-
to-Sequence model with topics, computed on-the-fly, to extract hidden thematic
structures which influence the generation of the summaries. Despite our model
did not reach state-of-the-art results, it was able to better discover actual relations
between words.
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1 Introduction

Text summarization is the task of compressing a document in a shorter form, while pre-
serving all relevant information. There exist two approaches: extractive methods, where
sentences are extracted from the input document and rearranged to create the summary,
and abstractive ones that may use words outside of the document vocabulary. While
abstractive summarization is more challenging and scientifically interesting, extractive
approaches received large attention to date [10,20], as they only require some score
function to be applied to the sentences in the document, later selecting those with the
highest scores for the summary generation.

Recently, with the explosion of neural networks models for Natural Language Pro-
cessing, neural-based abstractive summarization increasingly emerged. In particular, all
proposed models fall under the encoder-decoder framework: the encoder transforms the
input text in an abstract representation, which is then used by the decoder to generate
the output summary, in a word-by-word fashion, using a probability distribution over
the vocabulary. Rush et al. [19] used an attention-based encoder followed by a neural
language model [2] to read the input text and generate the summary. Chopra et al. [7]
substituted the language model with a RNN-based one. Finally, Nallapati et al. [16]
adopted the Sequence-to-Sequence model [24] for the summarization task. Those mod-
els also use the attention approach proposed by Bahdanau et al. [1] to select relevant
portions of the input text, using them as context to generate the “next word” in the
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summary. In details, the encoder process each word in input and generate a vector rep-
resentation; then, the decoder, at each step, attends to those vectors to select those ones
that are relevant for the generation of the output word.

However, summarization models suffer from two drawbacks: (i) networks may gen-
erate summaries containing repetitions of identical words or sentences (this problem has
been called odd-generation [12]); (ii) they are unable to deal with out-of-vocabulary
(OOV) words and rare words [22]. The adoption of Neural Machine Translation cover-
age methods [21,25,15,5] and pointer networks [17,22] has mitigated such issues.

To the best of our knowledge, few existing models for summarization use global
features to improve the knowledge of the network about the input text. For instance,
Nallapati et al. [16] used word features such as TF (Term Frequency), IDF (Inverse
Document Frequency), POS (Part-Of-Speech) tags and NEs (Named Entities) as en-
richment. The drawback of this approach is the time-cost of computing the features.

In this paper, we believe that a faster approach to enrich the knowledge of the input
text is to use global semantic features that are extracted on-the-fly by the neural network.
In detail, we here propose the use of topics extracted by the neural topic model proposed
in [8]. Our idea arises from the fact that documents are composed of several latent
thematic structures (see Figure 1) that carry the semantic information of different parts
of the text. Such extracted features could be used both in the decoder and the attention
layer to improve the quality of the final summaries. We called this model NeTSumm
(Neural Topic Summarizer).

Fig. 1. The text is a small excerpt taken from cnn website (www.cnn.com). The colors repre-
sent different possible topics unraveled from the text. Those topics could be used to guide the
summarization model.

The remain of this paper is structured as follows: in Section 2 we presents the state-
of-the-art for Neural Abstractive Summarization, comparing our system with existing
ones; in Section 3 we present the baseline model; Section 4 describes the topic model
and its integration to the Sequence-to-Sequence model. Section 5 reports the results that
we obtained on CNN/Dailymail dataset [11]. Finally, the article concludes in Section 6.

2 Related Works

To the best of our knowledge, the first model that used Topic Modelling [3] in summa-
rization task is Topiary [27], which combined the topics with the generated summary.
Topiary has been used as comparison baseline for many neural summarization model,

https://www.cnn.com
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such as [19,6,16]. Our model resembles Topiary since both use topics to generate sum-
maries, with the difference that we directly use the topic distribution to guide the net-
work. Our use of topics could be seen as a way to enrich encoder information, where
topics represent global semantic information of the input text. This is not the first re-
search work that enriched encoder information to improve the quality of the generated
summaries. For instance, Nallapati et al. [16] explored different features as Part-Of-
Speech tags, Name Entity tags, Term Frequency and Inverse Document Frequency. The
major drawback of Nallapati et. al.’s work is the time required to obtain those features
for large corpora, like those ones used for neural summarization.

Other models, instead of using further features, focused to use reinforcement learn-
ing [17] or to combine the decoder probability distribution with the input distribution
generated by the pointer network [26]. See et al. [22] assumed that the attention ap-
proach could be seen as a pointer network and proposed a mixture model that combines
attention distribution with the vocabulary distribution. Paulus et al. [17] tried to contrast
exposure bias [18] using reinforcement learning.

Both models use coverage to remove duplicated words and sentences. Coverage,
proposed by Kohen [13] for machine translation, has been adapted for Sequence-to-
Sequence models by Tu et al. [25] and by Mi et al. [15]. Those works defined coverage
as a vector that stores the previous attention distribution (i.e., it is an attention history) to
prevent repeated focusing on the same input locations. In details, the coverage value of a
word is used as further feature to calculate word score (see Equation 1). Recently works
explored different uses of coverage to distract the decoder [5] or to modify attention
weights [21].

3 Model

Let x = [x1, x2, . . . , xM ] be a sequence ofM input tokens, and w = [w1, w2, . . . , wN ]
be a sequence of N target (summary) tokens, with N < M . Let all tokens belong
to a vocabulary V , with |V | = K. Our model, similar to the one proposed by [16]
and depicted in Figure 2, consists of a Bidirectional LSTM Encoder and an attention-
based LSTM Decoder. At each step i, the encoder is fed with the input tokens xi and
produces an encoded state hi. Similar to the encoder, on each step t the decoder (a
single unidirectional LSTM) receives in input the embedding of the previous word1,
the decoder state st and the context vector ct, using them to emit a word in output (the
network emits a probability distribution over the vocabulary that is used to select the
next word).

The context vector is calculated as in [22]:

1 During training it is the embedding of wi−1, while in testing it is the embedding of the previous
word emitted by the decoder.
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etj = vT tanh(We [st||hj ||covtj ] + be)

atj =
exp(etj)∑M
k=1 exp(e

t
k)

ct =

M∑
k=1

atk hk

(1)

where || is the concatenation operator.

Fig. 2. The proposed neural network model. The first four (red) rectangles represent the encoder
states, while the last two (yellow) rectangles represent the decoder states.

The attention approach could be seen as a probability distribution over the sequence
of encoded states, that gives to the network the relevant portions of the input text to
use in the emission of the current word. In Equation 1, v, We and be are learnable
parameters of the model, vT is the transpose of vector v, and covtj contains the sum of
the previous attention scores to contrast the odd-generation problem [12]:

covtj =

t−1∑
t′=1

at
′

j (2)
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In our model, we adopted the mixture model proposed by [22], which combines
the probability of a vocabulary word with its attention score, to deal with the Out-Of-
Vocabulary problem and the rare words. Thus, the probability of emitting a word yi at
step t is computed as follow:

ĥt = tanh(Wc [yt−1||ct||st] + bc)

P (yti) = β softmax(Wo ĥt + bo) + (1− β)
∑
w=yt

atw
(3)

where Wo, Wc, bo and bc are learnable parameters and yt−1 is the word embedding
of the previous emitted word. β is a value within the range [0, 1] used to mix the two
distributions and it is calculated through Equation 4, where Wb and bb are leanable
parameters and σ is the sigmoid function.

β = σ(Wb [yt−1||ct||st] + bb) (4)

We trained our model to minimize the sum of the negative log-likelihood of the
sequence of target words w∗:

loss =
1

N

N∑
t=1

−log P (w∗
t ) (5)

4 Topic Model

As described in the introduction, our idea is to extract topics from the input document,
which could be seen as global semantic features that may lead the decoder to explore
further relevant parts of the document to generate the output summary.

For our model, we used the neural topic model proposed in [8], with two main
differences:

– we used a document representation generated by the neural network instead of the
embedding of the input document words. In this way, we leave to the network the
task to filter irrelevant information from the input document;

– we used the generated topics as features in the tanh-layer of Equation 3, allowing
the network to use the global semantic context to generate the next word.

Given the sequence to encoded states h, we computed the document representation
as follows:

D = tanh(Wdoc
1

M

M∑
j=1

maxout(Wh hj)) (6)

The underlying idea in Equation 6 is to select those features that are relevant in
the construction of the document representation. First, the weight matrix Wh is used to
unveil the features in the i-th encoded state hi. Relevant features are extracted by the
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maxout function. Finally, the document representation D is computed projecting the
average of the vectors. Once D is calculated, it is passed as input to the topic model to
generate the topic vector θ:

µ =Wµ D

log(σ2) =Wσ D

θ = µ+ σ ∗ ε
(7)

where ε ∼ N (0, I) is the reparameterization trick, Wµ and Wσ are two learnable
parameters.

The set of topics θ is used to affect etj and p(yi). In details, we rewrite Equation 1
and the tanh-layer of Equation 3 as follows:

etj = vT tanh(We [st||hj ||covtj ||θ] + be)

ĥt = tanh(Wc [yt−1||ct||st||θ] + bc)

(8)

Since the topic model requires to optimize the marginal likelihood that is intractable
[8], we used variational inference. We transformed Equation 3 into a variational objec-
tive function, also called estimated lower bound (ELBO), as follows:

loss =
1

N

N∑
t=1

−log P (w∗
t )−KL(q(θ)||p(θ)) (9)

where KL is the Kullback-Leibler divergence between the variational distribution
q(θ) and the topic probability distribution p(θ).

5 Experiments

We trained and tested our model on CNN/DailyMail dataset [11], which contains online
articles paired with multi-sentence summaries. We used the script supplied by [16] to
obtain the same version of their dataset that consists in 287,226 training pairs, 13,368
validation pairs and 11,490 test pairs. Each article has 781 tokens on average, while
each summary has 3.75 sentences and 56 tokens on average. Differently from [16], we
used an non-anonymized version of the dataset2.

Our models have 256 dimensional hidden layers and 128 dimensional embedding
layer. Following [22], we used a small vocabulary comprising of 50k tokens for both
source and target. For the topic model, we tested with 50 and 100 topics (θ vector di-
mension). The models are trained using AdaGrad [9] with a learning rate of 0.15. We
also used gradient clipping with a gradient norm of 2.0 and dropout [23] with probabil-
ity 0.2 (keep probability of 0.8) to improve model generalization. We used the loss on
the validation set for early stopping.

2 Please, see [4] for problem regarding the anonymized version.
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During training and testing, we truncated the article length to 400 tokens and sum-
mary length to 100 tokens in order to speed up both the convergence of the model and
the generation of the summaries. In details, we started the training with an article length
of 200 tokens and a summary length of 50 tokens, and we progressively increased such
values. The training was performed on a single GPU K40m, with a batch size of 16. At
testing time, we used a beam size of 4.

We trained our baseline model for about 470,000 iterations (28 epochs), and our
topic summarization model for about 370,000 iterations (22 epochs). The training of
the baseline model took about 4 days of computation, while the topic one took 3 days
of computation.

5.1 Results

In this section we will report Rouge scores (Rouge-1, Rouge-2 and Rouge-L) [14] of
our models. We compare our models with See et al. [22]’s pointer generation model and
Nallapati et al. [16]’s abstractive model.

Table 1 reports the results of our models, computed using pyrouge package3. From
the table we can see that the models with topics fall behind the baseline, which is close
to the Pointer-generation one. We can also see that the model with 100 topics surpassed
the one with 50 topics, meaning that it was able to capture more hidden thematic struc-
tures of the text. We think that the loss of performance is due to the Kullback-Leibler
divergence that forced the model to principally approximate the two probability dis-
tributions instead of learning how to generate the summaries. Furthermore, the mod-
els with topics suffered of gradient explosion: after 350,000 training steps, the models
started to return an infinite loss both in training and evaluation.

Model R-1 R-2 R-L
Abstractive Model‡ 35.46 13.30 32.65
Pointer-generation 36.44 15.66 33.42
NeTSumm without topics 36.73 15.66 26.31
NeTSumm with 50 topics 33.88 12.59 24.20
NeTSumm with 100 topics 34.18 13.00 24.52

Table 1. The table reports Rouge-1 (R-1), Rouge-2 (R-2) and Rouge-L (R-L) scores of the mod-
els. The symbol ‡ means that the model was trained and evaluated on the anonymized dataset,
and we cannot strictly compare it with our models.

We report some generated summaries of NetSum without topics and NetSum with
topics. Table 2 reports the text of a source document, the human generated summary
and the summaries generated by our three models. As we can see, NeTSumm with 100
topics is the one that used the words “CDC” and “samples” that are not present in the
other summaries. We can also see that the automatic summaries contain repetition of

3 pypi.python.org/pypi/pyrouge/0.1.3

pypi.python.org/pypi/pyrouge/0.1.3
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words (like “listeria contamination” in NeTSumm with 50 topics). Other examples of
summaries are reported in Table 3 and Table 4.

Source Document
blue bell ice cream has temporarily shut down one of its manufacturing plants over the discov-
ery of listeria contamination in a serving of ice cream originating from that plant . public health
officials warned consumers friday not to eat any blue bell-branded products made at the com-
pany ’s broken arrow , oklahoma , plant . that includes 3-ounce servings of blue bell ice cream
from this plant that went to institutions in containers marked with the letters o , p , q , r , s or t
behind the coding date . [...]
Human Summary
a test in kansas finds listeria in a blue bell ice cream cup . the company announces it is tem-
porarily shutting a plant to check for the source . three people in kansas have died from a listeria
outbreak .
NeTSumm without topics
public health officials warned consumers friday not to eat blue bell-branded products . that
includes 3-ounce servings of blue bell ice cream from this plant . the company is shutting down
the broken arrow facility “ out of an abundance of caution ” to search for a possible cause of
contamination .
NeTSumm with 50 topics
listeria contamination discovery of listeria contamination in a serving of ice cream originating
from that plant . public health officials warn consumers not to eat any blue bell-branded products
. the company is shutting down the broken arrow facility out of abundance of caution .
NeTSumm with 100 topics
cdc : listeria samples taken from patients infected in kansas outbreak . company is shutting
down broken arrow facility “ out of an abundance of caution ” the company is shutting down
the broken arrow facility .

Table 2. The table shows the summaries generated by our systems, and the original one created
by human.

Finally, we explored how topics influenced the attention scores. We saw that topics
increase the energy (et values in Equation 1) of previous attended words, i.e. they force
the network to focus on words that are not relevant at the current timestep. This caused
repetition of previously generated n-grams, and, in certain cases, wrong summaries.
We reported an example in Figures 3 and 4. Figure 3 shows the attention scores (for a
portion of the summary) of the model without topics, while Figure 4 shows the attention
scores when 100 topics are added. Looking at the two figures, we can see that the topics
forced the model to copy again “tree”, generating “rope from a tree near a tree” instead
of “rope from a tree near a student union”.

6 Conclusion

In this paper, we presented a Sequence-to-Sequence model that generates topics from
the text and employs them in the generation of the summaries. In Section 5, we dis-
covered that the use of topics does not improve the final summaries in terms of Rouge
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Source Document
marseille , france -lrb- cnn -rrb- the french prosecutor leading an investigation into the crash of
germanwings flight 9525 insisted wednesday that he was not aware of any video footage from
on board the plane . marseille prosecutor brice robin told cnn that “ so far no videos were used
in the crash investigation . ” he added , “ a person who has such a video needs to immediately
give it to the investigators . ” robin ’s comments follow claims by two magazines , german daily
bild and french paris match , of a cell phone video showing the harrowing final seconds from on
board germanwings flight 9525 as it crashed into the french alps . all 150 on board were killed
. [...]
Human Summary
marseille prosecutor says “ so far no videos were used in the crash investigation ” despite media
reports . journalists at bild and paris match are “ very confident ” the video clip is real , an
editor says . andreas lubitz had informed his lufthansa training school of an episode of severe
depression , airline says .
NeTSumm without topics
french prosecutor says he was not aware of video footage from on board plane . robin ’s com-
ments follow claims by magazines , german daily bild and french paris match . video shows
harrowing final seconds from on board germanwings flight 9525 .
NeTSumm with 50 topics
“ person who has such a video needs to immediately give it to the investigators , ” he says .
robin ’s comments follow claims by two magazines , german daily bild and french paris match
. cell phones have been collected at the site , french prosecutor says .
NeTSumm with 100 topics
robin ’s comments follow claims by two magazines , german daily bild . robin ’s comments
follow claims by two magazines , german daily bild . robin ’s comments follow claims by two
magazines , german daily bild .

Table 3. Another example of generated sumamries. In NeTSumm with 100 topics we can see that
the model reapeated a sentence.

scores. Despite the non state-of-the-art results, our model was able to better unravel
semantic relations between words, and using them in the generation of the summaries.
Those information cannot be captured by the Rouge metric, which is based on the over-
lap of n-grams.

As a future work, we want to add Warm-Up, a method that multiplies the Kullback-
Leibler divergence by a parameter λ that is gradually increased from 0 to 1. In this way,
the model will be able first to learn how to generate a summary given the input text,
and then how to extract the topics to improve the summaries. We will also remove the
topics from the attention approach.
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Source Document
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