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Abstract. This paper focuses on domain-specific senses and proposes a method
for detecting predominant sense depending on each domain. We applied a simple
Markov Random Walk (MRW) model to rank senses for each domain. It de-
cides the importance of a vertex (senses) within a graph by using the similarity of
senses. The similarity of senses is obtained by using distributed representations
of words from gloss texts in the thesaurus. It captures large semantic context and
thus does not require manual annotation of sense-tagged data. In order to evaluate
the method, we applied the results of domain-specific senses to text categoriza-
tion. The performance achieved in our test set WordNet3.1 and the Reuters corpus
demonstrates applicability for the text categorization task.

Keywords: Domain-specific senses ·Word mover distance · Text categorization.

1 Introduction

Detection of domain-specific senses is crucial information for many NLP tasks such as
word sense disambiguation (WSD), machine translation, and QA, and thus has attracted
the attention of NLP researchers since the earliest days of corpus-based NLP. The sim-
plest way is so-called the first sense heuristic (FS) that is a method to choose the first
or predominant sense of a word and it is often used as a baseline for supervised WSD
systems [30, 12]. Because it is powerful, especially for words with highly skewed sense
distributions [36, 12]. However, the drawback in the FS applied to WordNet is a small
amount of SemCor corpus which causes data sparseness problem, i.e., we cannot apply
the FS to the senses that do not appear in SemCor. Furthermore, the FS is not based
on the domain but instead on the simple frequency counts of SemCor data. Consider
the noun word, “ball”. There are twelve noun senses of “ball” in the WordNet. The first
sense of “ball” is “round object that is hit or thrown or kicked in games”, and it is often
used in the “sports” domain rather than the “military” domain. In contrast, the second
sense of “ball”, i.e., “a solid projectile that is shot by a musket” is more likely to be
used in the “military” domain.

In this paper, we focus on domain-specific senses of nouns and propose a method for
detecting predominant sense in each domain/category. Our model employs distributed
representations of words learned by using Word2Vec [22] and thus does not require
manual annotation of sense-tagged data. We applied a simple Markov Random Walk
(MRW) model to rank senses for each domain. The similarity of senses which is used
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to decide the importance of senses is obtained by using distributed representations of
words from gloss texts in the thesaurus. To examine the effectiveness of our detec-
tion method, we applied the results to text categorization on the dataset collected from
the Reuters corpus. The result shows that our model gains great improvement over the
single-channel Convolutional Neural Network (CNN). The main contributions of our
work can be summarized: (1) we propose a method for identifying domain-specific
noun senses which leverage distributed representations of words and thus does not re-
quire manual annotation of sense-tagged data, while some of the existing work required
a considerable amount of hand-labeling. (2) From the perspective of robustness, the
method is automated and required only documents from the given domains/categories
such as the Reuters corpus, and thesaurus with gloss texts such as WordNet. The method
is easily applicable to a new domain or sense inventory, given sufficient documents. (3)
We empirically evaluate our model and show that the result of domain-specific noun
senses is effective for the text categorization task.

2 Acquisition of Domain-Specific Senses

The first sense heuristic is a very powerful heuristic and often used as a baseline of sense
disambiguation systems. However, there are at least two major problems to use it as a
sense disambiguation heuristic [20]. The first is that the predominant sense of a word
varies according to the source of the document belonging to the domain. The second
problem with obtaining predominant sense information is that it needs manual annota-
tion of the corpus which causes a relatively small amount of resources such as SemCor.
A methodology to find domain-specific senses without requiring manual annotation of
data is needed.

The goal of our model is to identify predominant sense distributions of a word
depending on the domain. We applied a simple graph centrality algorithm, Markov
Random Walk (MRW) to the extracted noun words from the documents assigned to a
specific domain/category and identify domain-specific senses for the domain. The idea
of MRW model is that of voting. When one vertex links to another one, it is basically
casting a vote for that other vertex. The ranking is conducted by two metrics. One is
a metric that the larger the number of votes that are cast for a vertex, the higher the
importance of the vertex. Another is a metric that how important the vote itself is. We
applied the algorithm to detect the domain-specific-sense of words.

The input of the MRW model is a graph consisting of vertices, i.e., each possi-
ble noun sense appeared in a specific domain and edges with similarity value between
vertices. We represent each noun sense as its gloss text extracted from the thesaurus,
WordNet. We calculated sense similarity by using Word Mover Distance (WMD) [13].
WMD measures the dissimilarity between two sentences as the minimum amount of
distance that the embedded words of one sentence need to travel to reach the embedded
words of another sentence. The word embedding is learned by using Word2Vec [22]
with Continuous Bag-of-Words (CBOW).

Let X ∈ Rd×n be a Word2Vec embedding matrix for vocabulary size of n words.
The ith column, xi ∈ Rd indicates the embedding of the ith word in d-dimensional
space. We represent gloss text of each sense as normalized Bag-Of-Words (nBOW)
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vector, g ∈Rn. The objective of the model is to minimize cumulative cost C of moving
the gloss text g to g′:

C =

n∑
i,j=1

Ti,j || xi − xj ||2,

subject to:
n∑

j=1

Tij = gi, ∀i ∈ {1, · · · , n},

n∑
i=1

Tij = g′j . ∀j ∈ {1, · · · , n}. (1)

∑n
j=1 Tij = gi in Eq. (1) shows that outgoing flow from word i equals gi. Similarly,∑n
i=1 Tij = g′j indicates that incoming flow to word j matches g′j . Each score of the

sense in a specific domain is obtained by the principal eigenvector of the matrix. We ap-
plied the algorithm for each domain. We note that the matrix M is a high-dimensional
space. Therefore, we used a ScaLAPACK, a library of high-performance linear alge-
bra routines for distributed memory MIMD parallel computing [24], which includes
routines for solving systems of linear equations, least squares, eigenvalue problems.

We selected the topmost K% words (senses) according to rank score for each do-
main and make a sense-domain list. For each word w in a document, find the sense
s that has the highest score within the list. If a domain with the highest score of the
sense s and a domain in a document appeared in the word w match, s is regarded as a
domain-specific sense of the word w.

3 Application to Text Categorization

Our hypothesis about text categorization is that document assigned to a specific cate-
gory includes predominant word sense related to the category. We combined the knowl-
edge of domain-specific senses with the embedding of documents. For the words and
senses in the documents, we propose a model which has two components shown in Fig-
ure 1: one channel is for the word embedding of the document, and another channel is
for sense embedding, i.e., each word which is disambiguated its sense in the document
is replaced to its gloss text. Both of them are the input of Convolutional Neural Network
(CNN). With this model, we can learn rich features from both the word level and the
sense level, respectively.
Similar to other CNN [8, 14], our model which is shown in Figure 1 is based on [11].
Let xi ∈ Rk be the k-dimensional word vector with the i-th word in the input of CNN
obtained by applying skip-gram model provided in Word2Vec. The input with length n
is represented as x1:n = [x1,x2, · · · ,xn]∈Rnk. A convolution filter w ∈Rhk is applied
to a window size of h words to produce a new feature, ci = f(w · xi:i+h−1 + b) where
b ∈ R indicates a bias term and f refers to a non-linear activation function. We applied
this convolution filter to each possible window size in the input and obtained a feature
map, m ∈ Rn−h+1. As shown in Figure 1, we then apply a max pooling operation over
the feature map and obtain the maximum value m̂ as a feature of this filter. We obtained
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Fig. 1. Two channels CNN

multiple filters by varying window sizes and multiple features. These features form a
pooling layer and are passed to a fully connected layer. In the fully connected layer,
we applied dropout [7]. The dropout randomly sets values in the layer to 0. Finally, we
obtained the probability distribution over categories. The network is trained with the
objective that minimizes the binary cross-entropy (BCE) of the predicted distributions
and the actual distributions by performing stochastic gradient descent.

4 Experiments

We selected Reuters corpus and WordNet 3.1 thesaurus to evaluate our method.

4.1 Acquisition of Senses

The Reuters corpus consists of 806,791 documents organized into 126 categories. There
are no existing sense-tagged data for domains that we can utilize for evaluation. There-
fore, we used the Subject Field Codes (SFC) resource which semi-automatically anno-
tates WordNet 2.0 synsets with domain labels [16]. The SFC consists of 115,424 words
assigning 168 domain labels which include some of the Reuter’s categories. We manu-
ally assigned Reuter’s categories to SFC labels which are shown in Table 1. “The # of
doc” in Table 1 refers to the number of documents in each category.

We applied POS tagger, lemmatizer and Named Entity Recognition of the Stanford
CoreNLP [18] to Reuters corpus. We removed stopwords and words whose frequency
is less than five. We extracted noun words and named entities, “person”, “organization”,
and “location”. We set the number of dimensions to 100, and the window size to 5 in
the Word2Vec. For each domain, we collected the topmost 50% noun words. The total
number of words is 1,181 and senses is 1,313. We randomly divided these nouns into
two: training and test data. The training data is used to estimate K% words (senses)
according to rank score, and test data is used to test the method using the estimated



Acquire DSS and evaluate through text categorization 5

Table 1. Correspondences between the Reuters and SFC categories

Reuters SFC The # of doc

Sports Sports 35,225
War Military 32,580
Legal/Judicial Law 32,194
Economics Economy 117,501
Politics Politics 56,834

value K. We manually evaluated a sense-domain list. As a result, we set K to 20%. We
built an individual model for each category. The results are shown in Table 2.

Table 2. The results of sense assignments

Category Sense DSS SFC Correct F-score IRS P IRS

Sports 297 59 63 50 0.820 4.40 4.66
War 548 110 115 85 0.756 4.95 5.28
Legal/Judicial 740 148 153 101 0.671 4.06 5.58
Economics 577 115 120 77 0.655 4.63 5.33
Politics 815 163 174 107 0.635 4.92 5.67

Average 509 102 109 72 0.737 4.37 4.98

Table 2 shows the results obtained by the topmost 20% senses according to rank score.
“Sense” indicates the total number of senses which should be assigned to each category.
“DSS” and “SFC” refer to the number of senses obtained by our method and appeared
in the SFC resource, respectively. “Correct” shows the number of senses appearing in
both of our method and SFC. “F-score” indicates F-measure. “IRS” refers to Inverse
Rank Score and the higher the IRS value, the better the system performance. “P IRS”
denotes indicates the perfect correct value of IRS.

We can see from Table 2 that the overall performance depends on the categories. The
best performance was “Sports”. In contrast, the results of “Politics”, “Economics” and
“Legal” were 0.635 ∼ 0.671. One reason is that these three domains are semantically
similar to each other compared to “Sports” domain. Our method depends on the size of
gloss text in the WordNet. Efficacy can be improved if we can assign gloss texts from
another thesaurus e.g., Roget’s by using corpus statistics. This is a rich space for further
exploration.

We note that some senses of words that were obtained correctly by our method did
not appear in the SFC resource because of the difference in WordNet version, i.e., we
used WordNet 3.1, while SFC was based on WordNet 2.0.

Table 3 illustrates some examples obtained by our method but that did not appear in
the SFC. Table 3 gives an example for each domain. For example, military sense of the
word “Redoubt” and the act of meting out the justice of “Administration” which were
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correctly obtained by our method but did not occur in the SFC resource. This clearly
supports the usefulness of our automated method.

Table 3. Sense example identified by our method

Category Word Sense

Sports Jerk Raising a weight from shoulder height to above the head by
straightening the arms.

War Redoubt (Military) A temporary or supplementary fortification; typically
square or polygonal without flanking defenses.

Legal/Judical Administration The act of meting out justice according to the law.
Economics Spending Money paid out; an amount spent.
Politics Labour party A political party formed in Great Britain in 1900; characterized by

the promotion of labor’s interests and formerly the socialization of
key industries.

4.2 Text Categorization

We applied all the results of domain-specific senses to text categorization to examine
how the results obtained by our method affect categorization performance. For each
category, we divided all the documents into two folds: 80% for training and 20% for
test data. We further divided the training data into two folds: 80% for training data
and 20% for validation data. Our model setting for CNN is shown in Table 4. Dropout
rate1 in Table 4 shows dropout immediately after embedding layer, and Dropout rate2
denotes dropout in a fully connected layer.

The categorization using CNN is as follows. For the target category, we replaced
each word in the test document with its gloss. If the category assigned to the test doc-
ument by CNN model and the target category match, the test document is judged to
classify into the target category. The procedure is applied to each test document and the
target category. The results are summarized in Table 5.

Table 4. CNN model settings

Description Values Description Values

Input word vectors Word2Vec Filter region size (2,3,4)
Stride size 1 Feature maps (m) 128
Filters 128 × 3 Activation function ReLu
Pooling 1-max pooling Dropout Randomly selected
Dropout rate1 0.25 Dropout rate2 0.5
Hidden layers 1,024 Batch sizes 100
Learning rate Predicted by Adam Epoch 40 with early stopping

Loss function BCE loss Threshold value
over sigmoid activation for BSF and MSF 0.5
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Table 5. Categorization performance (Topmost 20%)

Category 1ch 2ch-DSS 2ch-SFC

Sports 0.926 0.926 (+.000) 0.928 (+.002)
War 0.680 0.720 (+.040) 0.740 (+.020)
Legal/Judical 0.673 0.698 (+.025) 0.717 (+.019)
Economics 0.903 0.916 (+.013) 0.922 (+.006)
Politics 0.725 0.731 (+.006) 0.787 (+.056)

Macro F-score 0.781 0.798 (+.017) 0.819 (+.021)

Table 5 shows categories, categorization performance (F-score) with and without
domain-specific senses. “1ch” refers to without domain-specific senses and “2ch-DSS”
shows the results obtained by our method. Moreover, we obtained the results (2ch-SFC)
by using gold-standard SFC codes. Bold font in 2ch-DSS shows that the results obtained
by 2ch-DSS are statistically significant compared to those obtained by 1ch. Similarly,
bold font ins 2ch-SFC indicates that the results by 2ch-SFC are statistically significant
compared to those by 2ch-DSS. We used a t-test, p-value < 0.05.

Overall, the results showed that domain-specific senses improved text categorization
performance. The best improvement was “War” (+0.040), and the poorest was “Sports”
(+0.000). The observation is similar to “2ch-SFC”, i.e., the improvement compared to
our method is 0.020 for “War” and 0.002 for “Sports”. The text categorization used
here is very simple, i.e., CNN with two channels. There are lots of text categorization
techniques applicable to the small number of training documents, [34, 32] and it will be
worthwhile examining these with our model.

5 Related Work

Semantic-oriented applications such as Question Answering and Machine Translation
systems need not only fine-grained and large-scale semantic knowledge but also tune
the sense of the word heuristic depending on the domain in which the word is used.
Magnini et al. presented a lexical resource where WordNet 2.0 synsets were annotated
with Subject Field Codes (SFC) by a procedure that exploits WordNet structure [16,
17]. They annotated 96% of WordNet synsets of the noun hierarchy, while mapping
domain labels for word senses were semi-automated and required hand-labeling.

Several authors addressed the problem and have attempted to use specific domain
knowledge and show that WSD using specific domain knowledge outperforms generic
supervised WSD [2, 6, 31]. Abualhaija et al. proposed D-bee algorithm to find out the
best domain for sense in context based on hive and bee agents concept [1]. Lopez-
Arevalo el al. proposed their method using the auxiliary corpus that is generated from
web information. They test on sports and finance category that obtained the best pre-
cision and recall 66.4 and 65.7 respectively and they also test with BNC corpus and
the precision and recall is 31.6 and 31.0 [15]. McCarthy et al. proposed an automated
method for assigning predominant noun senses[19]. They find words with a similar dis-
tribution to the target word from parsed data. The motivation for their work was similar
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to ours, i.e., to capture changes in the ranking of senses for documents from different
domains. They tested 38 words containing two domains of Sports and Finance from the
Reuters corpus [29], while we tested five domains with 536 senses in all. Moreover, we
applied the results to the text categorization task to evaluate the results quantitatively.

In the context of similarity metric, there have been many attempts which project
document dimensional space into lower dimensional space, e.g., Latent Semantic In-
dexing (LSI) [5] and Latent Dirichlet Allocation (LDA) [4]. Mikolov et al. presented
Word2Vec model that was a well known shallow model for training text and generate
word embedding [22]. Pagliardini et al. proposed Sent2Vec is a novel sentence em-
bedding algorithm.The principle is built document embeddings by averaging the word
embeddings [26]. Kusner et al. presented WMD to compute the similarity between two
sentences [13]. It is based on Word2Vec embeddings. It measures the dissimilarity be-
tween two sentences as the minimum amount of distance that the embedded words of
one sentence reach the embedded words of another sentence.

Some of the earliest attempts to exploit graph-based ranking method for link anal-
ysis are in the field of NLP and its application such as unsupervised WSD [23] and
document summarization [21]. The basic idea is that of “voting” between nodes. Reddy
attempted to use the Personalized PageRank algorithm [3] over a graph represent-
ing WordNet to disambiguate ambiguous words [28]. They combine sense distribu-
tion scores and keyword ranking scores into the graph to personalize the graph for the
given domain. The results showed that exploiting domain-specific information within
the graph based methods produce better results than when this information is used in-
dividually. However, sense distribution scores are based on the frequency of neighbors
of the target word from the thesaurus which is difficult to capture the distance between
individual words. Perozzi et al. presented DeepWalk to learn latent representations of
vertices in a network [27]. They used local information obtained from truncated random
walks to learn latent representations by treating walks as the equivalent of sentences.
They applied DeepWalk to several multi-label network classification tasks including
Flickr and Youtube and showed that it outperforms baseline methods.

In the context of text categorization, many authors have attempted to apply deep
learning techniques including CNN [33], the attention based CNN [35], bag-of-words
based CNN [8], and the combination of CNN and recurrent neural network [37] to text
categorization. Most of them demonstrated that neural network models are powerful for
learning features from texts, while they focused on single-label or a few labels problem.
Several efforts have been made to multi-labels [9]. Liu et al. explored a family of new
CNN models which are tailored for extreme multi-label classification [14]. They used
a dynamic max pooling scheme, a binary cross-entropy loss, and a hidden bottleneck
layer to improve the overall performance. The results by using six benchmark datasets
where the label-set sizes are up to 670K showed that their method attained at the best
or second best in comparison with seven state-of-the-art methods including FastText
[10] based CNN. However, all of these attempts aimed at utilizing a large volume of
data. Nooralahzadeh et al. proposed Domain-specific Word embeddings using oil and
gas corpus and evaluate them with CNN model and obtained the effective results [25].
Wang et al. proposed a method for short text classification which combines explicit
and implicit representations [32]. They conceptualize a short text as a set of relevant
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concepts using a large taxonomy knowledge base called Probase, and then obtain the
embedding of a short text by coalescing the words and relevant concepts on top of pre-
trained word vectors. Moreover, they incorporated character level features into their
CNN model. Wang et al’s attempt are similar to our work, while their method used fine-
grained and large-scale semantic knowledge that needs to tune the sense of the word
heuristic depending on the domain in which the word is used.

6 Conclusion

We proposed a method for detecting domain-specific noun senses which leverages dis-
tributed representations of words and thus does not require manual annotation of sense-
tagged data. The results attained at 0.737 F-score for 536 senses. Moreover, the results
applying text categorization improved categorization accuracy as the Macro F-score
without and with domain-specific senses are 0.781 and 0.798, respectively, and the im-
provement is 0.017. Future work will include: (i) applying the method to other domains
for quantitative evaluation, (ii) comparing the method to the state-of-the-art text cat-
egorization techniques [32, 14], (iii) incorporating neural network modeling such as
DeepWalk into our current method to identify domain-specific senses, and (iv) extend-
ing our method to multi-task learning, identification of domain-specific senses and text
categorization tasks.
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