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Abstract. This paper presents keyword extraction using lexical chains
and graph centrality measures, derived from the semantic similarity of
the words by analysis of the graphical network created using WordNet.
The hypothesis is presented using a small-world approach where every
paragraph in a document is constrained to a local point, while the doc-
ument in all is centered on a global concept. Creating lexical chains for
each paragraph and combining the best via scoring methods and graph
based algorithms, we present parallels to baseline system to extract the
keywords from the document.
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1 Introduction

Keyword extraction is used to describe the basic subject of a document by iden-
tification of terms that best describe it[1][2]. This research focuses on an algo-
rithm for automatic extraction of these keywords and thus provides with the
documents’ summary. Unlike text summarization, which provides important ex-
tracts of the document, keyword extraction also extends the functionality by
helping in the indexing of document for search engines or text categorization
by providing singular words that best represent the document. In present day
scenario, where there is a lot of data available, it becomes seemingly impossible
to sift through the entire collection manually, with the aim of finding relevant
information whereas keywords allow us to identify the main point of the author.
Unfortunately, in many cases we do not have labelled text pieces with their key-
words and thus keyword extraction helps automate the task. In this paper, we
focus our work on keywords rather than key-phrases as key phrases are composed
of more than one word while we are extracting only the keywords.
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Existing Automatic keyword extraction tools provide generally the words with
highest occurring frequency. Moreover they do not correlate with various synsets
(groups of synonymous English words) of the same word, thus resulting in multi-
ple keywords of the same root-word or failing in classifying a word as a keyword
due to its occurrence multiple times, but as different synsets of the same root-
word[3]. These problems can be removed by using WordNet corpus, where there
is an existing database of synsets, along with various relations to other words
such as hyponymy, hyperonymy and hypernymy.

Lexical chains are sets of semantically related words[4][5]. The keywords of
the document would be frequently occurring as synsets and hence, would be
contained in the lexical chains of the paragraph. A chain can be representative
of a small portion portion of the document. Thus various chains are calculated
across the document and are scored to identify their relevancy. The chains with
higher scores are considered to be representatives of the document.

The similarity between keyword extraction and text summarization roots
from the fact that both the NLP techniques take parts of documents to represent
the summary. Lexical chains have been shown to be used for text summariza-
tion[6][7] in the past. Recent researches have started to explore the use of lexical
chains to extract keywords from a document. Basing the hypothesis on these,
we propose an algorithm for keyword extraction using WordNet ontology.

2 Related Work

Various methods of keyword extraction have been tried extensively, especially for
the purposes of indexing and improving web searches of the documents. Keyword
extraction can be classified into supervised, semi-supervised and unsupervised
approaches.

Supervised methods work with a hand annotated data-set of documents and
keywords and use domain specific knowledge to classify them in two classes (or
binary classification)- keyword or not. Two standard supervised learning sys-
tems in the field of keyword extraction are KEA[8] and GenEX[9]. Both of these
approaches are based upon the frequency as well as the location of term in a
document while classifying. While GenEx uses a C4.5 Decision tree to classify,
KEA uses Naive Bayes for learning and classification. KEA has been further im-
proved over the years using statistical association between key phrases[10] or by
using semantic information from a domain specific thesaurus as in KEA++[11].

The issues with supervised keyword extraction methods are a need for hand
annotated keywords for training purposes and a bias towards the domain spe-
cific knowledge base they are trained upon. That is why we now aim at semi-
supervised approaches. Graph Based approaches provide a sophisticated way to
extract keywords using the structure of the graph created using source statistics

KeyGraph is an algorithm for automatic indexing by a co-occurrence graph
constructed from metaphors[12]. It is based upon segmenting of a graph, repre-
senting co-occurrences of the document as clusters. Each cluster represents basi-



cally the Small World structure of the document.While the small world structure
helped to model and connect different meanings of the document into a global
meaning, it was a content sensitive and domain independent algorithm.

SemanticRank uses a graph based technique exploiting the semantic re-
latedness of the document using knowledge-based measures of WordNet and
Wikipedia and graph centrality measures of PageRank[13] and Hits[14]. The
success of the above Graph based approaches using WordNet as their knowledge
base by performing at par with the supervised learning standard systems led us
to incorporate the same in our work.

The motivation behind using lexical chains for Keyword Extraction is behind
the fact that lexical chains have been used for text summarization[6] and that
there is a great sense of similarity between text summarization and keyword
extraction. Prior work on using lexical chains for keyword extraction[15] had
shown good preliminary results, which shows that this can be further looked
into. But this method used a supervised learning approach to create lexical
chains and hence does not solve the problem of non-availability of hand tagged
data-set and is highly biased to multiple occurrence of words belonging to same
synset or having the same root.

In the proposed work, we combine the graph based semi supervised approach
with the benefits of using lexical chains to propose an algorithm that performs
much better than both the approaches if handled singularly. It not only makes
the algorithm domain independent and free of needing prior knowledge of the
domain to extract information but the small world approach of treating each
paragraph as a building base of the whole document helps to distribute the
global meaning in the proposed algorithm thus reducing bias of the system.

3 The Lexicon

We use a database of English words and their relations- WordNet1[16]. It uses the
concept of ”cognitive synonyms” or synsets, and interlinks them on the basis of
lexical relations. It is a free linguistic tool which acts as a dictionary or thesaurus,
providing the user with synonym sets, word definitions and their examples.

3.1 Structure

WordNet connects words using various relationships. The main relation among
these is synonymy on the basis of which we derive various synsets - the basic unit
of WordNet relational identity[16].Each synset, thus derived from the relation of
synonym, in turn, is linked to various other synsets by the relations described
below.

3.2 Relations

One of the most important relations among the semantically related synsets is
the relation of super-subordination called hyponymy. While hyponymy connects

1 WordNet is available from http://wordnet.princeton.edu



the broader sense of the word with a specific or a part of the sense, hypernymy
does the opposite and connects the synsets using a is-a relation[17]. The following
Figure 1 shows a semantic network constructed using the relations of hyponymy
and hypernymy of the word dog.

Fig. 1: Graph extracted from WordNet using synsets of the word- dog

4 Lexical Chains

A lexical chain can be defined as a sequence of related words that denote the
semantic context of the piece of text[18]. Hence, determining these chains helps
to identify the main topics of a document. They have been previously explored
for information retrieval and related areas[19]. In the proposed work, we will be
using WordNet to build lexical chain as done by Stairmand[4] as lexical chains
require the use of an ontology or a database which has predefined chains of
semantically similar words. Generally the procedure for creating a lexical chain
is as follows as postulated by Stairmand[4]:-

1. Select a set of candidate words.
2. Determine a suitable chain, calculated from semantic relatedness among

members of the chain for each selected word.
3. If a chain exists, add the word and update the chain else create a new chain

to fit the word.

The semantic similarity of the proposed algorithm is based on a lexical similarity
measure created by Wu and Palmer[20].The measure examines which lexical
chain provides the maximum relevance to the given word and whether it passes
a threshold value.



4.1 Performance Function

After creating a lexical chain, we need to score them to determine the best lexical
chains to determine the words to be fed into our graph based system. The lexical
chains were scored using various methods, and we selected the one with better
precision as shown in the next sections.
Method I:
This method builds upon the methods described by LexSum[21]. In this scoring
method, the score of a chain is the summation of score of all the members in
the chain divided by the numbers of members. The score of each member in
the chain is a combination of frequency of the word in the paragraph and its
similarity index with the members of the chain.

chain score(C) =

∑
reli(w) ∗ freq(w)

length(C)
(1)

where reli(w) denotes the similarity index of member w with i which is the
representative of that chain- the member with maximum frequency in that chain.
Now the threshold value of a paragraph is calculated

threshold(P ) = µ(c) ∗ σ(c) : ∀c ∈ C (2)

and for every chain whose score is greater than the aforementioned threshold,
we add all the member’s representative words with similarity score greater than
threshold to the final list of words on which we apply the proposed graph based
algorithm.
Method II:
We propose another method for scoring of lexical chain. This method of scoring
lexical chain is dependent not on the frequency of the word in the paragraph,
as common words with broad meaning appear more, but on the semantic dis-
tance between the words of each chain. For each member of the lexical chain,
we maintain a list of hypernyms and hyponyms, and thus find the semantic
distance of a lexical chain by iterating through the lexical chain and scoring a
hypernym/hyponym match with 0.5 and an identical/ synonym match with 1.

Let the set of lexical chains be denoted by L = {L1, L2, ..., Ln} and for every
lexical chain we say Li = {w1, w2, ..., wn} be the set of connected words where
every word will has a score of cj , then

chain score(Li) =

∑
cj

length(Li)
∀cj ∈ Li (3)

We calculate the threshold of all the chains of the paragraph as

threshold(P ) = µ(Li) + 2 ∗ σ(Li) : ∀Li ∈ L (4)

as taken by Braizaley[6] and for every chain whose score crosses the threshold ,
we select the representative of the said chain where representative refers to the
member with maximum member score in the chain.



5 Proposed Scheme

The algorithm that we propose incorporates the features from a lexical chain
based algorithm which makes the algorithm identify the emphasized sense of
the document by creating lexical chains for every paragraph and using the best
chains to feed it to a graph based WSD algorithm as suggested by Navigali and
Lapata[22]. The advantage of using the graph approach on top of a lexical chain
based segregation is that it removes the shortcomings of the supervised learning
algorithm and makes it domain independent and not in requirement of a pre-fed
training data to adapt. The use of WordNet assures us that the algorithm can be
extended to any use-case. The keyword extraction algorithm uses a small world
approach to ensure the central meaning of the document is identified.

The algorithm parses every paragraph of the document and first extracts all
the nouns- proper nouns and compound nouns from the paragraph. Now using
these lists of nouns, lexical chains for a particular paragraph are built as follows:-

– Calculate the similarity of the current word with all the previously created
lexical chains.

– If the maximum similarity value is greater than a threshold value, then add
this word to the lexical chain else create a new lexical chain with the word
as its first entry.

After creating the lexical chains for each paragraph they are scored and then
strength, average score and standard deviation for these lexical chains are cal-
culated separately. Using these values, we calculate the cut-off score for lexical
chains in a particular paragraph and determine the best chains i.e. all the lexical
chains which have a score greater than this cut-off score. We determine these
best chains for all paragraphs and add all the members of these chains to a
word list which will be the probable list of keywords. We feed this word list to
the graph algorithm that finds semantic similarity between members of different
lexical chains.

The algorithm to construct a graph is built upon the method used in word
sense disambiguation[22]. The method has been proposed to be used in more
language processing tasks[23] and the idea behind this algorithm is to find most
important node using network analysis. We build a graph G = (V,E) using
the word senses as the nodes and the semantic relation between them as the
un-directed edges. We then select a sense u ε senses and execute the following
algorithm on it:-

– Generate sets of two relations, hyponymy and hypernymy u.
– Perform a Depth First Search for all the words v in those sets. Every time

we encounter a node belong to destination along the path, we plot it on the
graph.

The algorithm does a DFS from the last vertex processed and uses a recursive
approach to explore the un-visited vertices. It involves backtracking to a previous
state if all the edges connecting a node have already been visited before. This
process continues till we reach a state where no further discovery can be made.



Centrality measures help to calculate the degree of relevance of a vertex v in
a graph G. It also calculates the influence of the vertex in its network. These
measures are pivotal for the algorithm as they analyze the connectivity of the
probable keywords with all the other words from the set to identify the most
central word as the extracted keyword from the document.

5.1 Proposed Algorithm

Let a document D be a set of paragraphs P = {P1, P2, ..., Pn}, then for every
graph Pi ∈ D:
Step I: Extract all nouns using POS and create lexical chains from the set of
nouns n.
Step II: To create a lexical chain, pick a word from the set of nouns and calculate
wup similarity with the existing chains. Add it to one of the existing chains or
start a new chain.
Step III: For all the lexical chains L = {L1, L2, ..., Lk}, calculate the chain score
by using equation 1 OR 3 and create a word list W which are a set of potential
keywords.
Use the word list W to create a semantic network using hyponymy, hypernymy
and synonymy relation as follows:
Step IV: For every wi ∈W , add the word to the graph G.
Step V: For everywi ∈ W , calculate the hyponyms and hypernyms and syn-
onyms and do a DFS with all the discovered words. If a match is found, a
relationship is said to exist between two words.
Step VI: Explore the edges from most recently discovered word wj till the point
there are no new edges to be discovered.
Step VII: After the words are processed, analyze the network using the following
centrality methods.
If wi, wj denotes the nodes of a graph and E the set of edges and W the set of
nodes then

Degree(wi) = |(wi, wj) ∈ E : wi, wj ∈W | (5)

Betweenness(wi) =
∑ σi,j(wi)

σi,j
(6)

PageRank(wi) =
1− k
|W |

+ k
∑

wi,wj∈E

PR(wj)

outdegree(wj)
(7)

Closeness(wi) =

∑
wj∈W :wi 6=wj

1
d(x,y)

|S| − 1
(8)

HITSA(wi) =
∑

wj∈In(wi)

HITSH(wj) (9a)

HITSH(wi) =
∑

wj∈Out(wi)

HITSA(wj) (9b)

and evaluate the top keywords from every centrality to propose result.



6 Simulation Results

We present the research as an improvement for already existing work by Ercan
and Cicekli(2007)[15]. Since it was a supervised learning algorithm , we use
another dataset and their baseline results to present our comparison. We use
500N-KPCrowd[24] for testing the hypothesis. The data-set is a corpora of news
articles from 10 different topics with hand annotated keywords associated with
every news report. We use 45 articles to run the algorithm and aggregate results
to present a direct comparison with the baseline results. It also has a list of hand
annotated list of keywords by 20 Amazon workers.

We also use two different scoring methods and present a parallel between the
two to consider for our algorithm as proposed above. From following figure 2 we
notice that as the number of articles in the data-set increases, the accuracy of
Method 2 supersedes that of the first method. This is in accordance with our
hypothesis that using small world approach thus makes the algorithm less bi-
ased towards word with more frequency in the text. This method also provides
better results because it also takes into consideration the strength of the relation
between two words and scores it accordingly.

Fig. 2: Scoring Method 1 and Method 2

For comparison with baseline results, we run our algorithm to extract various
number of keywords on the same documents and compare the precision score
thus achieved for various centrality measures. The results are thus plotted on
the graph and we compare the performance of received results.



(a) 1 keyword (b) 5 keywords

(c) 10 keywords (d) 15 keywords

Fig. 3: Comparing precision score for different centrality measures for varying amount
of keywords extracted

As we depict in the figure 3, PageRank centrality method surpasses other cen-
trality measures as compared to the other centrality methods. This is in line
with previous works[25] which also say that PageRank out of all other centrality
measures can be be used to extract keywords from graph based network.

Table 1: Table for results observed

.

Baseline Results Our Algorithm

1 keyword 64.0% 66.7%

5 keywords 45.0% 56.0%

10 keywords 30.0 % 52.8%

15 keywords 26.0% 48.8%



We also compare our results with the baseline results as proposed by Ercan and
observe that the algorithm surpasses the baseline results with proving to be a
better improvement for extracting higher number of keywords. This is depicted
in the Table 1.

Using graph based centrality method after using lexical chains improves the
already existing baseline systems with considerate improvement when more key-
words are being extracted for the document as proposed.

7 Conclusion and Future Work

We developed and discussed a graph based method which supersedes the accu-
racy of pre-existing supervised learning algorithms. By incorporating the advan-
tages of a network analysis approach using centrality methods and lexical chains,
we were able to develop an algorithm which is extendable to any domain and is
less biased towards the type or frequency of word used in the document. How-
ever, this algorithm currently revolves around extraction of keywords from the
document. It fails when there are a set of words or key-phrases. Hence we would
like to expand to extraction of key phrases from a document. The algorithm is
unable to include words which are not defined in the corpus and for this we plan
to look into further knowledge bases such as Wikipedia.
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