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Abstract. Recent works rely on comparable corpora to extract efficient bilin-
gual lexicon. Most of approaches in the litterature for bilingual lexicon extraction
are based on context vectors (CV). These approaches suffer from noisy vectors
that affect their accuracy. This paper presents new approaches which relies on
some advanced text mining methods to extract association rules between terms
(AR) and extend them to contextual meta-rules (MR). In this respect, we propose
to extract bilingual lexicons by deploying standard context vectors, association
rules and contextual meta-rules. These proposed approaches utilize correlations
between co-occurrence patterns across language. An experimental validation con-
ducted on a specialized comparable corpora, highlights a significant improvement
of bilingual lexicon based on MR compared to the standard approach.

1 Introduction

Over several decades, a lot of effort has been put into creation of lexicons with high cov-
erage, high translation quality and for specific domain. At a later time, the researches
were oriented towards the exploitation of comparable corpora. With comparable cor-
pora are sets of text collections which cover roughly the same subject area in different
languages, but which are not translations of each other. Most of works in BLE task from
comparable corpora represent the standard approach [1, 2, 3, 4, 5] which is based on
the context vectors (CV). These vectors store a set of words which are for the neigh-
bourhood of the base word and share the same lexical context. The relation between a
base word and its context is called a co-occurrence relation.

Moreover, in text mining (TM) field, one of the main techniques generating knowl-
edge based on co-occurence relation is association rule (AR) extraction introduced in
[6]. These rules provide information on the inter-terms correlations.

For each domain, common language pairs and commercially important subject areas
such as medicine, specific dictionaries would be developed. Thus, we encode our intu-
ition into new approaches for extracting bilingual lexicons from specialized comparable
corpora. Our proposed approaches relies on enriched representations of the word, espe-
cially those derived through Formal Concept Analysis (FCA) paradigm [7] and some
advanced TM methods. These methods are deployed to extract AR and extend them to
contextual meta-rule (MR). These later capture all the words related to AR associated
with the base word. This leads to a less sparse representation. Therefore, we focus on
how to compute similarities between AR and between MR using their specific metrics,
namely support and confidence. Finally, we compare extracted lexicons using these two
patterns with regard to that of the standard approach.
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The article is organized as follows: in the Section 2, we present the standard ap-
proach, their improvements and extended approaches to the task of BLE. Then, we
describe, in Section 3, our different models for the BLE based on CV, AR and MR.
In Section 4, we describe our combination strategies applicated for extracted lexicons.
Section 5 will be dedicated to the linguistic resources and evaluation results of extracted
lexicons. The Conclusion section wraps up the article and outlines future works.

2 Related Works to the BLE from Comparable Corpora

Most of the works of the state-of-the-art dealing with BLE task from comparable cor-
pora are based on the standard approach [1, 2, 3, 4, 5]. The approaches can be classified
in three families, as follows:

1. Standard Approach (SA): The main assumption of the SA states that words with a
similar meaning are likely to appear in similar context across languages. Therefore,
a word can be represented as a context vector (CV) in source or target language. The
dimensions of the source and target vectors are totally different, because each of
them is represented by words in a source language and words in a target language.
In order to enable the comparison of source and target CV, words in the source CV
are translated into the target language using an initial bilingual dictionary. The most
popular measure for comparison is the cosine measure, but other authors studied
other measures. Thus, we have a list of candidate translations for the base word
ranked according to their similarity scores.

2. Improvements of SA: Several contributions have been proposed to improve each
step of the SA. [8] combine the information provided by translations context with
transliterations1 and scientific compound words in target language. [9] suggest
that CV should be based on the most important contextually relevant words (in-
domain terms), and thus propose a method for filtering the noise of the CV. Some
researchers looked into adding additional linguistics resources by combining a gen-
eral dictionary with a specialized dictionary [10] or a multilingual thesaurus [11].
[12] present two techniques for filtering the entries of the initial dictionary (POS-
tagging criteria and relative frequency ratio criteria). [4] introduce a word sense
disambiguation process that identifies the translations of polysemous words that
are more likely to give the best representation of CV in the target language.

3. Extensions of SA: Other approaches have been proposed for BLE that diverge from
the SA. In [11], the interlanguage similarity approach avoids the direct translation
of the elements of the CV. The principle is to associate to each base word the clos-
est CV to terms in the initial dictionary by using a similarity measure. Other works
have used geometric approaches based on two spaces of vectors. The translation
step consists of transfering the vectors from the space of the source terms to space
of the target terms [13]. We also distinguish the syntactic approach, which is based
on the observation that a word and its translation tend to share the same syntac-
tic dependency relations [14]. [15] combine the contextual representation within

1 transliterations are words adapted from a source language to a target language, based on their
pronunciation
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a thematic one. The assumption is that a term and its translation share thematic
similarities. Other work combine two representions of the context, namely a con-
textual representation (by bag of words) and a syntactic representation (by syntactic
dependency relations) [16, 17]. [5] introduce an intermediary step that consists of
re-estimating the observed word co-occurrence counts either by smoothing or by
prediction techniques. Many single terms are compositional (composed of roots
and affixes) and this information can be very useful to match translational pairs, es-
pecially for infrequent terms where distributional methods often fail. [18] present
the compositional approach based on a proposed bilingual morpheme extraction
methods.

Our contribution introduced in this paper, can be seen as an extension of the SA
aims at using two new patterns except of context vectors. Our approaches differ from
other works in two ways: (1) The new patterns are used, according to our knowledge,
for the first time for the task of BLE from comparable corpora. These patterns are
based on FCA and some advanced TM methods known as association rules extraction.
Association rules are also extended to a mined new pattern named contextual meta-rules
which capture all the words related to AR associated with the base word. Comparing to
CV, MR leads to a less sparse representation. (2) As only one word representing a rule
is usually present in a given context, CV fail to integrate all the words related to a given
set of association rules. Therefore, it is easier to adapt our approaches to other languge
pairs and without any condition about the size of the corppra. In addition, we compare
the SA using CV to BLE based on AR, BLE based on MR and their combinations.

3 Proposed Approaches

Our goal is to extract bilingual lexicons using two patterns AR and MR, providing
additional and implicit knowledge. The Figure 1 depicts our proposed approaches: (1)
BLE based on AR, and (2) BLE based on MR, it consists in three major steps.

Fig. 1. Overview of our two approaches
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3.1 Formalisation and Definitions

After introducing some notations, we state the definitions of the concepts used in the
reminder of the paper. In this respect, Table 1 provides an overview of the notations
used in this and later sections.

Table 1. Summary of notations

Description Description
RS Set of AR in source language RT Set of AR in target language
MRS Set of MR in source language MRT Set of MR in target language
ARS AR in source language (ARS ∈ RS ) ART AR in target language (ART ∈ RT )
MRS MR in source language (MRS ∈MRS ) MRT MR in target language (MRT ∈MRT )
PS The premise part of ARS or MRS PT The premise part of ART or MRT

CS The conclusion part of ARS or MRS CT The conclusion part of ART or MRT

wS A word in source language (wS ∈ CS) wS
j A candidate translation of wS

In this paper, we use in TM field, the theoretical framework of FCA presented in [7].
First, we formalize an extraction context made up of documents and index terms, called
textual context.

Definition 1 (Textual context). A textual context is a triplet T C = (D,V, I) such as:

– D = {d1, d2, . . . , dp} is a finite set of documents of the corpus.
– V = {w1, w2, . . . , wq} is a finite set of q distinct words of the corpus (i.e., vocabu-

lary of the corpus).
– I is a binary relation, i.e., I ⊂ D × V , which connects every document with the

words of the corpus which are associated with it.

Definition 2 (Association rule between terms). An association rule (AR) binds two
termsets2, which respectively constitute its premise (T1) and conclusion (T2) parts [6].
Thus, an AR estimates the probability of having the terms of the conclusion (T2) in a
document, given that those of the premise (T1) are already there.

The advantage of the insight gained through AR is in the contextual nature of the
discovered inter-term correlations. Indeed, more than a simple assessment of pair-wise
term occurrences, an AR binds two sets of terms, which respectively constitute its
premise and conclusion parts.

Given a rule AR: T1 → T2, the support and confidence of AR are computed as
follows:

Supp(AR) = Supp(T1 ∪ T2) (1) Conf(AR) =
Supp(T1 ∪ T2)

Supp(T1)
(2)

Definition 3 (Contextual meta-rule). A contextual meta-rule, denoted by MR, is an
implication of the form: MR : p⇒ w1, w2, . . . , wk, such as , p ∈ V is the premise and
{w2, . . . , wk} ⊂ V is the conclusion.

2 By analogy to the itemset terminology used in data mining for a set of items.
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The support of a MR, denoted by Supp(MR), is the number of documents d ∈ D
containing all words ∈ V of MR. The support is the minimum of support values of AR
selected to construct the MR. The confidence of a MR, denoted by Conf(MR), is
the minimum of confidence values of AR constituting the MR. The support and confi-
dence are formally defined as follows:

Supp(MR) = min
(ARi⊂MR)

Supp(ARi) Conf(MR) = min
(ARi⊂MR)

Conf(ARi)

3.2 Extraction of Association Rules and Meta-Rules

In order to extract the most representative terms, a linguistic preprocessing is required
on the document collections. The textual context document-terms T C, is then built by
retaining only common nouns, proper nouns and verbs as well the vocabulary V . The
rationale for this focus is that nouns are the most informative grammatical categories
and are most likely to represent the content of documents [19]. A stoplist is used to
discard functional terms that are very common.

In order to extract AR, we adapted the CHARM-L algorithm [20] to consider any
given T C. The algorithm extracts all the frequent termsets as described in [20], with
respect to minimal and maximal support thresholds minsupp and maxsupp3. These
thresholds are experimentally set by considering the Zipf distribution of each collec-
tion. The construction of a meta-rule, i.e., MR consists of grouping the AR having a
common label which is presented by the premise. A meta-rule helps to explain finer
relations between terms. Indeed, MR provides a global context for the terms that ap-
pear together. New support and confidence values (Supp(MR) and Conf(MR)) are
defined in section 3.1.

3.3 Translation and Disambiguation of association and meta-rules

In SA, dimensions of the source and target vectors are different from each other and
source CV have to be translated in target languages using an initial dictionary in order
that the dimensions agree [21]. The core of our approach, as the SA, is the initial dic-
tionary, it allows the translation of AR/MR of a candidate word and compare it to all
the target AR/MR to identify the correct translation according to a similarity measure.

For each ARS or MRS , for any source word wSi
∈ CS , we propose to associate a

weight f(PS , wSi
) to assess the relationship of wSi

with the premise PS . This relation
is already given by the confidence value (conditional probability) offered by the AR:
PS → wSi . We propose to exploit this relation as a local context of each word wSi ∈
CS with PS . This generates the construction of the weight vector for each AR or MR
in source and target language. A weight vector

−→
VR for an AR or MR of the form PS →

wS1
, . . . , wSk

is defined as follows:
−→
VR = (f(PS , wS1), . . . , f(PS , wSk

).

3 maxsupp means that the termset must occur at most this user-defined threshold.
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Let us note that each source word wSi ∈ CS is translated to the target language
using an initial dictionary. We consider all the translations proposed for a source word
by attributing for each the same score f as that of the source word. The word which
will have no translation will not be added to the translated AR or MR.

3.4 Similarity Evaluation

Each translated AR or MR is compared to the setsRT orMRT to filter the most sim-
ilar ones by using similarity measures. We adopt two methods for computing similarity
between AR and between MR respectively:

1. Context-based similarity (CBS): This method relies on vector representations of
word meaning. In SA, the word meanings are represented as vectors into a high
dimensional space. In our case, conclusion part of AR or MR are represented
as a vector with low dimension. We consider the most commonly used measure
which is the cosine [1, 5] of the angle formed by two source and target vector :
Cos(

−→
VS ,
−→
VT ) =

−→
VS ·
−→
VT

|
−→
VS |·|

−→
VT |

.

The similarity between AR or MR is defined as follows:

Simcontext(ARS , ART ) = Cos(
−→
V ARS

,
−→
V ART

) (5)

Simcontext(MRS ,MRT ) =
Cos(

−→
V MRS

,
−→
V MRT

)

Conf(MRT )
(6)

Cos(
−→
V ARS

,
−→
V ART

) (rspectively Cos(
−→
V MRS

,
−→
V MRT

)) are the cosine between
the weight vectors of ARS and ART (respectively MRS and MRT ).
Conf(MRT ) is the confidence value of the target meta-rule MRT , which leads
to show the importance of a MRT based on its confidence value with a MRS . We
exploit then the global context of a MR, namely the support and the confidence,
associated for each MRT .

2. Semantic-based similarity (SBS): Semantic measures can be reliable because they
are based on the judgments of human experts [22]. The semantic similarity between
words is assessed based on dictionaries or thesauri. Among the majority of existing
semantic similarity measures, WordNet lexical database [23] is used as the under-
lying resource to calculate semantic similarity. We distinguish six measures using
WordNet classified in two categories, namely: (1) Measures based on information
content (IC) denoted RESN [24], JCN [25], and LIN. (2) Measures based on path
length which simply count the distance between two words in the WordNet taxon-
omy denoted PATH [26], WUP [27] and LCH [28].
The intuition is to set for each source word wS , having several translations, the in-
terlangual similarity Siminter(wS , CT ) of the most similar translation to the words
of the target conclusion part CT . We compute the semantic similarity Simsem be-
tween two AR or MR by taking the maximum of Siminter of each source word
wS ∈ CS , The final formula for computing Simsem between two AR or MR is
defined as follows:

Simsem(ARS , ART ) = max
wS∈CS

Siminter(wS , CT ) (7)
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Simsem(MRS ,MRT ) =
[max[wS∈CS

Siminter(wS , CT )]

Conf(MRT )
(8)

The advantage of similarity computing between meta-rules is the exploitation of new values
of support and confidence. The semantic similarity is weighted by a score based on the
confidence score of the MRT .

We give an example of AR and MR in source and target language: ARS : sein→ traite-
ment (1048 ; 0.404946) , . . . , sein→ cancer (1747 ; 0.675039).
ART : breast→ cancer (39276 ; 0.802353), breast→ study (12922 ; 0.263978) , breast
→ treatment (11339 ; 0.23164).
MRS : sein⇒ cas , traitement , risque , cancer , tude , taux , (613 ; 0.236862).
MRT : breast⇒ cancer , treatment , study , (11339 ; 0.23164).
The bilingual dictionary is applied on each source term of the conslusion part of MRS .
The translated MR becomes: sein⇒ case instance , treatment treating therapy , risk-
iness risk , cancer , rates rate ,. We follow the two similarity calculation strategies
between each translated MR and MRT . For each source premise ’sein’, a list of
top-ranked translation candidates are selected according to their highest similarities as
follows: sein : (breast, 2.3245),(aromatase, 2.1607), (chemotherapy, 2.0258), (study,
2.0060), (recurrence, 1.9804), (age, 1.9695) , (disease, 1.9591), etc.

To build the lexicon for each approach, we associate for each entry in the source
language from ARS (or from MRS) a number of top-ranked candidate translations in
the target language representing the premises parts of ART (or MRT ) and illustrate as
follows:
sein breast, aromatase, chemotherapy, study, recurrence, age, disease, etc.

4 Experimental Validation

4.1 Corpora and linguistic resources

We evaluate our BLE approaches on a specialized comparable corpora. The Breast Can-
cer corpus is composed of documents collected from the Elsevier website 4. The docu-
ments were taken from the medical domain within the sub-domain of ”breast cancer”.
The same corpus was used in [5]. The documents have been selected and published be-
tween 2001 and 2008 where the title or the keywords contain the term cancer du sein in
French and breast cancer in English. The collected documents counts 130 French doc-
umenhttp://ts (about 530,000 words) and 1,640 English documents (about 7.4 million
words).

The translation is handeled using the linguistic resource BabelNet5 [29] due to its
lexicographic and encyclopedic coverage of multilingual terms resulting from a map-
ping of the Wikipedia pages6 and WordNet, with other lexical semantic resources.

4 www.elsevier.com
5 babelnet.org
6 wikipedia.org
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To evaluate the quality of our approaches regards to SA, we built a bilingual ref-
erence list. It should be noted that the evaluation of terminology extraction using spe-
cialized comparable corpora often relies on lists of a small size: 100 in [3], 125 and
79 in [4]. For Breast Cancer, we selected randomly 170 French words, corresponding
to source premises of MR, with their translations in English from the online dictionary
Word Reference7.

4.2 Evaluation

The rank of the correct translation can be considered as an important characteristic
when evaluating extracted lexicons. This characteristic is taken into account only by
measuring the mean average precision (MAP) defined in [5]. Let n is the number of
terms of the reference list, N is the length of candidates translation and ri is the rank of
the correct candidate translation i. If the correct translation does not appear in the top
N candidates, 1

ri
is set to 0. The MAP is defined as follows:

MAP =
1

n

N∑
i=1

1

ri
(9)

Fig. 2. Precision of SACV , LMR and LAR for Breast Cancer (FR-EN)

Figure 2 shows the different precision values obtained for the standard approach
(SACV ), BLE based on Meta-rules (LMR) and BLE based on association rules (LAR).
We vary the length of candidate list N from 20 to 500. The low scores obtained for
the top 20 candidates are explained that unlike previous work, we do not limit our-
selves to very frequent words for evaluation. This is ensured by the step of association
rules extraction by setting minimum thresholds of support and confidence. LMR sig-
nificantly outperforms LAR and SACV approaches. Indeed, the overall precision of
the LMR and LAR approaches increases for large lengths of candidates list as N =

7 wordreference.com
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200, 300, 400, and 500. We can see in Figure 2 that the performance increases by in-
creasing N . This can be explained by the fact that the probability of obtaining correct
translations increases with the candidate list growth. While after N = 150, perfor-
mance remains almost constant. In the experiments below, we set N = 200. We note
that TopN means that the correct translations of a given word is present in the first N
candidates.

4.3 Results and Discussion

Table 2. MAP at Top200 with different semantic-based similarity measures

JCN LIN RESN PATH WUP LCH
LMR 0.3503 0.3988 0.3555 0.3895 0.4039 0.3535
LAR 0.2081 0.3836 0.1975 0.2531 0.3885 0.2222

The experients for similarity evaluation adoprt two methods for computing simi-
larities as presented in section 3.4. The semantic-based similarity method is perfomed
with respect to the six semantic similarity measures described above. Table 2 displays
the obtained results measured in terms of MAP at Top200 for scenarios LMR and LAR

by varying semantic similarity measures. From these results, we notice that the overall
MAP is improved with WUP measure regards to other measures. This increase is im-
portant and shows that the similarity between a base word and its candidate translations
relies on more information. This inofrmation is valuable with semantic measures based
on a lexical database.

Table 3. MAP improvement achieved with all scenarios for Breast Cancer. The symbols † indi-
cates statistically significant improvement over the best run in bold, p− value < 0.05

SACV

(Baseline)
LMR LAR LCV +MR LCV +AR LCV +MR+AR

CBS 0.383 0.4576† 0.4061 0.4768† 0.4309 0.5101†
SBS - 0.4039 0.3985 0.4527 0.4054 0.4866

Table 3 shows obtained results in terms of MAP. We interpret that our approach
based on meta-rules LMR were imptove significantly for the three corpora compared
to SACV . This can be explained by the noisy nature of the context vectors with re-
spect to the filtered meta-rules by setting thresholds of support and confidence for their
construction. The LMR is better in terms of MAP compared to LAR, and this can be
explained by the fact that the rank of the correct translations found for the lexicon based
on MR is more important than the correct translations found for the lexicon based on
AR. Moreover, the extracted lexicon have a significant improvement with MR deploy-
ing Context-based Similarity (CBS) than those deploying Semantic-based Similarity
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(SBS) methods. We demonstrate that approaches which combines CV with MR and
AR (LCV+MR and LCV+AR) were improved significantly more than LMR and LAR.
Besides, approches which integrates MR, AR and CV (LCV+MR+AR) gives the highly
significant difference (p < 0.01) for Breast Cancer (with a p equal to 0.0059. This can
be explained by the fact that the vocabulary used in the breast cancer field is specific
and less ambigious. The obtained results for LMR in term of MAP (45.19%) are better
than comparable results reported in [5] (42.3% which is the best MAP assessed for the
unbalanced version of the corpus) and those repoted in [30] (42.4% for the weighted
combinaison).

5 Conclusion and perspectives

We introduced new approaches for bilingual lexicon extraction considered as an exten-
sion of the SA aims at using two new patterns except of context vectors. These patterns
are represented by association rules and meta-rules which are extracted based on FCA
and some advanced TM methods. We evaluated our approaches on a specialized compa-
rable corpora from the medical domain. More precisely, our different experiments show
that using a specialized comparable corpus always improves significantly the quality of
extracted lexicons in term of MAP. Moreover, similarity evaluation between meta-rules
deploying Context-based Similarity gives the best MAP than those deploying Semantic-
based Similarity measures. The results showed that the lexicon based on MR provide
a solution for noisy problem, bearing in mind that the contexts are generally limited
to few words around the base word, encountered with context vectors. Furtheremore,
the quality of extracted lexicons combining context vectors, association rules and meta-
rules is highly significant. As future work, we first plan to improve the quality of the
extracted lexicons. Secondly, we propose a CLIR model based on the extracted lexi-
cons.
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