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Abstract - As the e-commerce websites are expanding on a large scale, the num-

ber of reviews of products are increasing at a very rapid pace along with it. The 

e-commerce websites as well as manufacturers ask their customers explicitly to 

review their product. It helps both the fellow customers and the manufacturers to 

get a better knowledge about the product along with the related services that they 

are going to offer/get. So, with the increasing count of reviews, it becomes diffi-

cult for a user searching for a particular product to analyze all the reviews of that 

product in a very short period of time and make an informed decision on whether 

to purchase the product or not. In this research paper, we aim to mine and provide 

a sentiment analysis of the reviews received for a product. The proposed work is 

different from others as the aim of the system is to provide a sentiment insight of 

the features of the product rather than the complete review/sentence and visualize 

it properly to provide an easy way for the customers to make a proper decision. 

Our approach is based on tools and techniques from the fields such as opinion 

mining, natural language processing, and sentiment analysis. 

Keywords – opinion mining, sentiment classification, part of speech tagging, 

opinion summarization, reviews 

1 Introduction 

With the rapid increase in the e-commerce and the number of product sold online, the 

number of reviews for these products keeps increasing at an exponential rate. These 

reviews act as a good source of information both for the manufacturers and the custom-

ers. However, the millions of data obtained in the form of reviews make it difficult for 

the customers to segregate the product reviews on the basis of their polarity (i.e. Posi-

tivity or Negativity) and to make a wise decision while buying the product. The overall 

rating of the product gives the customer an insight of the overall view of the product 

but not about its features. The customer still has to go through the large quantity of 

reviews to get feature based polarity. 
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The proposed method has been introduced to address these issues in a very efficient 

way. It deals with  

(1) Extracting the polarity of the product reviews on the review level as well as fea-

ture level. 

(2) Summarization of the product features on the basis of their polarity. 

Unlike the existing approaches that classify the reviews on the basis of polarity ob-

tained on the product level, the proposed approach classifies the reviews on the feature 

level and not just on the sentence level. The current approaches extract the most com-

mon phrase/noun existing in the review to find the features of the product. The proposed 

approach differs in the way that it extracts the features from the most popular e-com-

merce websites and use them as features. If any of the features or the most similar word 

to that feature appears in the review, they are used to find the opinion of users about 

that feature. 

2 RELATED WORK 

The proposed work is closely related to the work done by Minqing Hu et al. [2], Duy-

Khang Ly et al. [3] on product review summarization from a deeper perspective. The 

existing method uses POS Tagger to identify the part-of-speech and further uses asso-

ciation rule mining to identify frequent explicit product features. It then performs use-

fulness pruning on it to remove the useless words from the corpus. The method then 

identifies the sentences based on their positive and negative score. Based on the positive 

and negative score, the system summarizes the complete review. Proposed work is dif-

ferent from the existing in three ways: 

i) The existing approach uses POS tagging, association rule mining, usefulness 

pruning to identify the product facets out of a given review related to the prod-

uct. On the contrary, the proposed method identifies the frequent features of 

the product by scraping the features from various leading e-commerce web-

sites. Furthermore, the features are added to the feature dictionary of the prod-

uct based on the category in which the product lies. This saves a lot of pro-

cessing time in the later processing phases. 

ii) Apart from the technique that the existing method is using to score the opinion 

words, the system uses a well-defined corpus to identify feelings from the 

opinion word as happy, sad, arrogant, or excited. Thus each of the opinion 

word will be scored not just on the basis of positivity or negativity that the 

word possesses, but according to various feelings that human beings possess.  

iii) The opinion words are extracted from the reviews not just by identifying the 

nearest adjective word as proposed in the existing algorithm, but the proposed 

method introduces bigram and trigram approach to find the opinion word. This 

method first assumes the opinion word to exist as a bigram, then as a trigram 

and so on up to n-gram. The opinion word is thus found and used to score the 

feature accordingly. 

 



The existing work identifies features that appear explicitly as noun or noun phrase. For 

example, “The lens is awesome”. Here lens is the direct feature obtained. In this pro-

posed system, both the explicit feature and implicit features are identified and in the 

implicit feature identification, most semantically similar features are found from the 

predefined feature list using cosine similarity between the vectors 

 

 

Fig. 1.  The proposed architecture 

3 THE PROPOSED TECHNIQUE 

Figure 1 shows the detailed architecture of the proposed system. The method considers 

product names as input and gives its detailed summary of each feature of the product 

as output along with its polarity. The system performs the opinion generation of reviews 

as well as the features of the product in mainly five steps, 

• Review and Feature Extraction: Extracting reviews and features for the searched 

product by crawling from leading e-commerce websites. 

• Preprocessing Stage: Pre-processing of reviews. 

• Review Tagging: Tagging of reviews followed by identifying opinions on review 

and feature level separately. 
• Feature Identification: Identification of semantically similar features from re-

views. 

• Opinion word extraction and summarization: It calculates the review score as 

well as identified product feature score to identify the orientation and creates an 

opinion summary. 



3.1 Review and Feature Extraction 

The reviews of the product searched are extracted from different e-commerce websites 

along with their key features. This step gives us the advantage over the method pro-

posed by Minqing Hu et al[2]. , D. Ly et al [3] , in which the method does not identify 

the frequent feature dataset for the particular product and thus optimizing/reducing the 

steps involved in the process. The step also involves general feature addition common 

to all products across the product category to the above feature dataset extracted from 

the websites. The extracted features as well as reviews are stored in the database which 

enables us to reduce the re-extraction of features every time a product is to be summa-

rized. 

 

Fig. 2. Preprocessing steps 

3.2 Preprocessing Stage 

Preprocessing stage is shown completely in figure 2. It consists of mainly four steps to 

clean the data. To describe about the preprocessing stage, consider the input sentence 

as – “The product has amazng features but its size is toooo big…!!!!!!” 

The reviews are taken and fed into first block which removes the extra punctuations 

and stopwords out of it. 

 

Output: - Product has amazng features but its size is toooo big. 

The second step involves sentence boundary detection in which different sentences in 

the same reviews are merged as a list. 

 

Output: - Product has amazng features but its size is toooo big. 

Next step involves spelling/slang correction to correct any incorrect spellings and 

slangs used in the reviews.  

 

Output: - Product has amazing features but its size is too big. 

Final step involves but/and clause removal and breaks a complex sentence into two 

individual sentences.  

Output: - Product has amazing features. Its size is too big. 

3.3 Review Tagging 

After the preprocessing of reviews, the cleaned reviews are fed to the tagging stage. 

The tagging stage involves generation of a dictionary (key-value pair) which has the 

key as identified tokens of the reviews and values as a list of properties related to a 

token. The three properties are: 



─ Part of Speech Tagging 

─ Negation Detection 

─ Adverb Detection 

Part Of Speech Tagging 
Part of speech tagging refers to tagging each token of the sentence according to the part 
of speech represented by it (whether the token is a noun, a verb, a determiner, etc.). It 
is required so as to remove the insignificant part of speech as well as in the later feature 
extraction phase. It forms the list in the form of tuples containing individual tokens and 
their corresponding part of speech tag. Example is as shown in figure 3. 
 

 

Fig. 3. Example of POS Tagging 

The extracted POS tagged data is further used in the next processing stage. The data is 

saved in the database in the form of dictionary containing each token of a sentence as a 

key and the value as a list containing POS tag along with other factors mentioned later. 

Negation Detection 

It is very important to detect the negation in the sentence because it can reverse the 

polarity of the adjective (used to identify the polarity of the sentence). 

Generally the negating word is present before the opinion describing word (i.e. adjec-

tive), therefore the process involves the detection of negating word with a help of pre-

defined list of negating words and adding a flag "neg_y" to all the tokens value list till 

the end of the sentence. Else a "neg_n" flag is appended to the list to indicate that ne-

gating word is not present up to that token in the review. A list of negation words is 

maintained in advance and the tokens are compared with the list to find if the negation 

words are present or not.  

Adverb Detection 
The adverb's present before an adjective can have a very good impact on the sentiment 
expressed by a sentence. Adverbs can drastically increase the sentiment score as well 
as decrease it. The adverbs are extracted from the sentence through the part-of-speech 
tagged data and will be checked whether the particular adverb is an adverb of degree or 
not. If yes, that particular adverb is taken and checked further whether the adverb is a 
strong intensifying adverb or a weak intensifying adverbs. For example,. ‘Very good’ 
in a sentence will have a better score as compared to ‘good’. So adverb detection be-
comes a mandatory part of the process. 



3.4 Feature Identification 

This step involves identifying the key-category of features of the product on which the 

people have expressed their opinion. Before discussing the methods involved in identi-

fying the features, let us first look at the kinds of examples that'll be handling. The aim 

of the proposed system is to find what feature of the product is liked or disliked by the 

user. It is a very important and crucial step to identify the feature about which the people 

are expressing their views. Let us discuss an example of a digital camera: 
 

“The lens of this digital camera is awesome.” 

In the above sentence, it is visible that a reviewer is satisfied with the lens of the digital 

camera; lens is the key-feature in this review that the reviewer has mentioned about. 

Whereas it can be observed from the sentence that the feature of the product is explicitly 

mentioned, there are some reviews where the features are hidden or implicit and hard 

to find. For example, 
 

“The camera doesn't fit in the pocket.” 

The challenge in the above example is to identify the key-feature (i.e. size or dimension) 

of the camera about which the user has expressed his views. Thus, the proposed system 

deploys finding key-category of the feature mentioned in the review by the reviewer. 

Considering the above example, the key-category of the feature mentioned is dimen-

sion. This has an advantage that when it need to summarize a key-category of feature 

that can include all those features which lie under a particular key-category of feature. 

For example, [‘size’,‘width’, 'height'] all will lie under a key-category of dimension and 

thus saving us from re-computing the reviews which lie under a particular key-category 

of features in the later summarization stage. 

The list of key-category of features is obtained from the same e-commerce websites 

from which the product reviews are obtained. This helps us in saving the process of 

defining the key-category of features. The basic idea is to extract all the nouns or noun 

phrases in the reviews and find the semantically similar key-category of feature from 

the obtained list, which is performed in the Word embedding stage that follows,  

Word Embedding stage 

The key-category of semantically similar features are identified in this stage. Word2vec 

creates vectors that are distributed numerical representations of word features, such as 

the context of individual words. The main advantage of Word2vec is that it performs 

the grouping of those vectors that are of similar words in vector space. That is, it detects 

similarities mathematically.  

The method employed in the word2vec stage to obtain the key-category, involves find-

ing the cosine similarity between the vector of keyword to be categorized and one by 

one vector of elements present in key-category list. This similarity would result in a 

similarity score and if the similarity score is greater than a threshold value (in our case 

it was 0.30) and maximum score among all key-categories, then the review will be 

categorized to a particular key-category of features. The nouns or noun phrases which 



are used to categorize the review to a particular key-category of features, are saved for 

identification of opinion words in the next step (III.E).  

 

 

Fig. 4. Similar feature identification 

3.5 Opinion word extraction and summarization 

The next task is to identify the opinion words. These opinion words gives a clear view 

of what a particular person thinks about the product as well as about the particular fea-

ture of the product. The method involves the identification of adjectives which will be 

used as the opinion word in this proposed method. For each key-category of feature, its 

opinion word is extracted and saved for computation purpose in further stages. Let's 

first see how the opinion words are extracted (as shown in Figure 5): 

 

Fig. 5. Steps for Opinion mining 

Let's understand the above algorithm with the help of an example: 

The image quality of this camera is poor. 

 

Here if feature extraction is applied on the above example, a dictionary will be created 

which will contain the specific feature-word present in the review (e.g.{review1: [qual-

ity]}). This feature-keyword from the dictionary will be used in this stage to extract the 

nearby opinion word (adjective) which in above example is poor. 



Score Calculation and Visualization 

The opinion word obtained in the previous stage are saved for each review and for each 

feature, which helps in giving the opinion summary at sentence level as well as at prod-

uct feature level. A dictionary of all the words tagged as positive and negative is taken 

and for each opinion word in the review, the opinion word is looked up in the dictionary 

for classifying the word as positive or negative, negation detection is done to identify 

the exact polarity of the opinion word (negation can revert the polarity of the opinion 

word) and finally adverb detection is applied which can increase the score of a partic-

ular opinion word, if present. The pseudo code mentioned below shows how the scoring 

is done: 

 
For feature level Opinion identification, the opinion word obtained for word is passed 
into OpinionWordScore (opinion_word) function and the obtained score is used to 
identify the polarity of the review. 

 

 



The next step is opinion summarization which involves the summarization of overall 
user review’s opinion as well as feature level product opinion. The score from opinion 
word about a particular feature present in the review is calculated as either positive, 
negative or neutral. Percentage of each is calculated and is used to visualize the data in 
form of pie chart or gauge chart. The frequency (occurrence) of all the features in re-
views is calculated and is used to rank the features. The feature with more number of 
reviews is ranked higher and is given more preference as compared to others. This is 
done to throw light on that feature which is highly talked about by the customers. 

Table 1. Categories used for testing 

 Tagged as pos-
itive 

Tagged as 
negative 

Predicted as 
positive 

TP FP 

Predicted as 
negative 

FN TN 

4 RESULT EVALUATION 

The proposed system has been implemented in python language through the use of var-
ious Natural Language Processing techniques. This system is evaluated by crawling 
reviews from different leading e-commerce websites. Next, these reviews are crowd 
sourced to find the opinion of people towards various features present in the review. 
Then, the results were compared to find the accuracy of the proposed method. The main 
difficulty in the review opinion generation is the presence of sarcasm in the reviews. 
The reviews can be subjective and the satire in the reviews make them difficult to judge 
whether a review is positive or negative. The experimental results are shown in the 
Table 1 & 2 in the form of accuracy, precision, and recall. 

Table 2. Result of the proposed system 

Accuracy 81.5% 

Precision 0.8558 

Recall 0.8079 

5 CONCLUSION & FUTURE WORK 

In this research paper, the proposed method tends to obtain the features in a review 
and the opinion of people towards those features. The main objective is to get the view-
points of people for the products sold online and generate a report of the features along 
with opinions of people towards them. This is beneficial both for the customers and the 
manufacturers selling their products online. The results of the experiments suggest that 
the algorithm for the proposed method works quite efficiently. Our system finds the 
features of the products stored as nouns and merges similar features to make them sin-
gle. 

The future work plans to identify the solutions to the problems yet not covered in the 
proposed work. Sentences with sarcasm will be checked for the identification of judg-
ment of people towards the product. Furthermore, strength of adverbs is not identified 



efficiently in the proposed method. We also plan to improve the efficiency for finding 
the key-category of features from the reviews containing the implicit features. 
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