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Abstract. Yelp is one of the most popular international web resources about 

products and services that provide users with useful information on local 

businesses and helps the business owners to make their business more attractive 

for the users. The Yelp dataset consists of attributes for describing the business, 

reviews in free text form and numeric star ratings out of 5. The utility of such a 

dataset has provoked dozens of publications related to classifiers of ratings, 

which used various smart tools of opinion mining. Unlike them, in this paper 

we propose to use simpler approaches, namely: (a) selection of descriptors 

based on term specificity, and (b) formation of classifiers with these descriptors 

based on inductive modeling. The latter is implemented by the well-known tool 

GMDH Shell, where GMDH stands for Group Method of Data Handling. This 

method allows us to build models with high noise immunity. We compare 96 

prediction models with identified descriptors by combining various variants:  (i) 

preprocessing with data transformation and balancing classes, (ii) algorithms of 

classification; and (iii) post processing with ensembling. Instead of the typical 

5- star classification we consider combined classes reflecting more practical 

view on purchase of goods or development of business. The experiments refer 

to the most popular categories of business: restaurants and shopping. To 

evaluate the quality of classifiers we consider the results of predecessors, and 

we also introduce the so-called defensible accuracy. With this comparison the 

results presented in the paper prove to be promising. 
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1 Introduction  

1.1   Motivation  



Our motivation for undertaking this research is to answer several questions, name-

ly: why does the study of forums like Amazon, Epinions and Yelp prove to be im-

portant for business development?  why do owners of business take into account these 

forums? why do users prefer post their notes about products and services? 

Numerous studies (see, e.g. [5]) clearly show that forums have a significant impact 

on consumer purchase decisions as well as on business revenues. The same studies 

also show that there are no direct relations between a given review and a given star 

rating. So, one needs to generalize the existing information using dozens or even hun-

dreds reviews concerning a given business or similar businesses. Obviously, this pro-

cedure is time consuming and it needs application of effective computer tools.  

Many small business owners are motivated to start their own business not only be-

cause they want to have any material benefits, but also because they want to change 

their way of life, as well as other personal factors. The study [39] shows that non-

financial objectives can lead to alternative measures of success, especially in small 

business sector. This trend is based on the fact that all financial characteristics indi-

rectly imply that company would like to grow and to increase their capital. However, 

some companies are not interested in growth and it means that financial indicators 

such as profit are not their main and the only motivation. Therefore here business 

owners have other non-financial criteria to measure their success. One of such factors 

is the personal satisfaction of these business owners. The personal satisfaction and 

achievements along with the pride for work and a free way of life are often valued 

higher than material goods.   

Here we can ask a question about the other opportunities to know client opinions. 

For example, these companies could use their own sites. This situation was studied in 

[13] with the following conclusions: socially-oriented sites are considered trustwor-

thy, and the opinions presented in these sites are considered impartial. The effect of 

trust in socially-oriented sites has a strong influence on the involvement of users to 

on-line activities, while non-social sites do not have a significant impact.  

Users also have strong motivation to communicate their opinions on the sites relat-

ed to products and services. We could mention here the following motives [9]: a) a 

consumer wants to contribute to a community by posting his/her own review and 

comments on products and services being interesting to other members of the com-

munity; b) a consumer feels satisfaction when other participants of a given Internet 

platform approve his/her contribution (such a feedback can be formal from platform 

operators or informal from other users); c) a consumer has a complaint against a cer-

tain company, and the Internet platform facilitates the presentation of complaints (it is 

possible if there is a third party - the moderator of the system, which communicates 

with the company on behalf of the client). 

1.2   Related work 

1. Opinion mining Yelp dataset  

The Yelp dataset [40] contains information about approximately 1 million 

businesses. Each business is described: a) formally by means of its attributes 

reflecting its location and functionality; and b) informally on the basis of reviews and 



star assessments. This dataset is used in numerous applications concerning business of 

products and services. We consider only those related to text processing.   

The Yelp dataset contains many omitted and noisy data. For this cases, the authors 

of [8] propose a generic approach to factorization of data that jointly models relations 

in the Yelp database. Here ‘data’ and ‘relations’ mean reviews, attributes, and 

categories of business.  Having revealed a set of factors that are shared across existing 

data the model is able to reflect the information about other relations. The paper also 

presents joint visualizations of factors being built on terms, attributes and categories 

and shows some dependencies between them that are not directly observed in the 

data.   

The authors of [25] also deal with hidden factors but in this case, they reveal them 

in the framework of the problem of personalization. The authors build hidden factors 

and join them to hidden topics, which are revealed using LDA (Latent Dirichlet 

Analysis). This approach allows yields: a) easy interpretable textual labels for latent 

rating dimensions, which helps to ‘justify’ ratings with text; and b) discovered topics 

that can be used to facilitate solutions to other problems related to automated genre 

determination, and to identify useful and representative reviews. The examples refer 

to Amazon and Yelp collections. 

Traditional topic modeling lacks methods of incorporating star ratings or semantic 

analysis in the generative process. The author of [20] proposes a modified LDA, in 

which term distributions of topics are conditional on star ratings. It is easy to see that 

such an approach reflects personalization of solutions.  The author shows that where 

one examines topic mixture in documents then this approach produces clearer and 

more semantically-oriented topics than those of traditional LDA. The experiments use 

the Yelp dataset [40].  

The paper [21] refers to the problem of text annotation. The authors propose a new 

method for extracting quality phrases from text corpora integrated with phrasal 

segmentation.  This method requires only limited training but the quality of generated 

phrases proves to be close to human judgment. The method is scalable: both 

computation time and required space grow linearly as the corpus size increases. The 

experiments are performed on Academia and Yelp collections. 

Yelp restaurant reviews is the subject of consideration in [10]. The authors use on-

line LDA to discover latent subtopics on the basis of a large amount of reviews with 

high dimensionality. These subtopics can provide meaningful insights to restaurants 

about needs of customers in order to increase their Yelp ratings, which directly affects 

the revenue of restaurant owners. The paper shows the breakdown of hidden topics 

over all reviews, predicts stars per hidden topics discovered, and extends our findings 

to that of temporal information regarding restaurants peak hours. 

The authors of the recently published paper [3] attack the problem of predicting a 

user’s star rating from two parts: a) extraction of the best set of features from given 

texts, and b) choice of the best machine learning algorithm. The former uses 4 feature 

extraction methods: (i) unigrams, (ii) bigrams, (iii) trigrams, and (iv) latent semantic 

indexing. The latter uses 4 machine learning algorithms: (i) logistic regression, (ii) 

Naive Bayes classification, (iii) perceptrons, and (iv) linear Support Vector 



Classification. Taken together these variants form 16 models for predicting the ratings 

from reviews.  The authors analyze the performance of each of these models on Yelp 

dataset and propose the best one. This publication gives a good baseline for those who 

deal with various problems of classifications on Yelp dataset. 

2. Classification of texts with GMDH  

GMDH (Group Method of Data Handling) is a method of machine learning, which 

allows us to build models of optimal complexity from a given class of models to 

describe experimental data [7, 26, 33]. Due to its universality the polynomials of 

many variables prove to be the most popular class in many applications. In particular, 

this class is used in the well-known tool GMDH Shell [30] and also in the majority of 

tools presented in [31]. Hereinafter we consider only GMDH applications related to 

classification of textual data.  

The paper [1] demonstrates the application of the GMDH based technique for 

building empirical formulae to evaluate politeness, satisfaction and competence 

reflecting in dialogs between passengers and Directory Inquires of a railway station in 

Barcelona. The formulae contain sets of linguistic indicators preliminary assigned by 

experts separately for each mentioned problems (politeness, satisfaction and 

competence).  

In [2], the authors present the results of building opinion classifiers for Peruvian 

Facebook, where users discuss the quality of various products and services. The 

authors use a) linguistic indicators prepared by experts, which automatically form two 

variables that determine the contribution of positive and negative units, and b) GMDH 

Shell tool [28] for the selection of optimal model in the class of polynomial models 

including the mentioned variables. Each formula reflects the contribution of 

positive/negative units in a text. The total accuracy reached in the experiments 

significantly improved the results obtained by other researchers.  

The paper [15] demonstrates possibility of building a classifier of primary medical 

records using GMDH Shell. The linguistic indicators are extracted from training data 

sets related to six stomach diseases. The accuracy of results on a real corpus of 

medical documents proved to be close to 100%. Such a result essentially exceeded the 

results of other methods, which had been used on the same data set. In this paper, one 

builds classifiers of texts reflecting opinions of currency market analysts about 

euro/dollar rate. The classifiers use various combinations of classes: growth, fall, 

constancy, not-growth, not-fall. The process includes term selection based on criterion 

of term specificity and model selection using technique of inductive modeling. The 

latter is implemented with GMDH Shell tool mentioned above. The experiments 

evaluate quality of classifiers and their sensibility to term list. This work has an 

essential practical orientation.   

1.3   Problem setting   

The review presented above defines the contents of the paper: we study 

possibilities to predict star rating using less smart and more interpretable methods.  To 

select terms we use the procedure based on criterion of term specificity. Such a 

criterion compares the relative frequency of term occurrence in a given corpus and in 



some standard corpus. To build the model itself we use the Group Method of Data 

Handling (GMDH). This method (it is better to say ‘technology’) evaluates step by 

step models of a given class from the simplest ones to the more complex ones to 

provide the best noise immunity. Neither criterion of term specificity nor GMDH 

have been used before in the problem under consideration. 

Unlike the typical 5 star rating for 5 categories of success we consider 

classification on 2 classes and 3 classes; each of them is the certain combination of 

several star categories. These classifications are easy interpretable and allow to take 

into account extreme classes and relatively successful classes.      

We test the values of the mentioned criterion of specificity and select a 

compromise between the limited and redundant term lists. Here we take into account 

that the less informative terms will be then automatically filtered by GMDH. To build 

the best model we combine different options of preprocessing and post processing, 

and also test several methods of classification. The best model is selected separately 

for grouping on 2 classes and 3 classes.  Totally we deal with 120 variants. Term 

selection and all procedures of classification are completed by the program 

LexisTerm [22] and the package GMDH Shell [30].  

To evaluate the results of experiments we take into account not only the results of 

previous research, but also the so-called defensible accuracy. We introduce this notion 

to take into account the coincidence of expert opinions concerning star rating. 

Naturally, if experts have different opinions then we should not try to reach the 

accuracy of 100%. Unfortunately, this circumstance is not taken into account in 

applied research with subjective human opinions.      

In the experiments we use two datasets of 1000 objects each taken from the Yelp 

resource [40]. The first one is related to restaurants and the second one is related to 

shopping. Restaurants and shopping are the most popular topics in Yelp. These two 

samples are the representative ones from the point of view of object distribution 

between different star categories.        

The paper is organized as follows. Section 2 describes linguistic resources. Section 

3 introduces classifications used in the research. Section 4 presents the technique of 

modeling. Section 5 contains the results of experiments. Section 6 concludes the 

paper. 

2   Data description 

2.1   Representativity of samples   

The Yelp dataset contains approximately 4 million reviews about activity of 0.1 

million companies. These companies reflect about 1,000 types of business. The 

general characteristics of Yelp dataset presented in Table 1 relate to the 5 most 

numerically popular business categories [3]. It should be noted that some reviews 

reflect opinion about several aspects of the same business simultaneously (e.g. 

shopping and food). For this reason the total % of reviews exceeds 100% of these 5 

business categories.   



Table 1. Distributions of companies and reviews [%] 

No. Categories Companies Reviews 

1 Restaurants 34 68 

2 Shopping 15 6 

3 Food 12 13 

4 Home services 12 10 

5 Beauty 8 4 

 

In the experiments we consider reviews related to restaurants and shopping as they 

are the most popular. The selection of 1,000 documents was completed by a random 

way. To test the representativity of the selected data we compared the star 

distributions for the category Restaurants based on Yelp [3] with our sample. The 

results are presented in Table 2. One can see the closeness of both distributions, so 

our sample can be assumed to be representative.  

Table 2. Star distributions [%] 

Dataset 5* 4* 3* 2* 1* 

Yelp (restaurants) 33 33 16 10 8 

Sample (restaurants) 27 34 19 10 10 

Sample (shopping) 34 28 13 9 16 

 

We have no data concerning the star distribution for the category Shopping based 

on Yelp. To avoid this difficulty we compare the star distributions for restaurants and 

shopping on our samples. These distributions are expected to be similar due to the 

similar needs of users with respect to these services. Table 2 shows the closeness of 

these distributions and this circumstance can be an indirect proof that the sample for 

the category Shopping can be also assumed to be a representative sample. 

2.2   Term selection   

1. Two approaches to term selection 

The review-based rating prediction is a problem of sentiment analysis, which relies 

on different descriptors extracted from a given text/corpus. By ‘descriptor’, we mean 

a term or term combination, whose frequencies are used in predicting model. There 

are two different approaches used for descriptor selection: lexical (lexicon-based) 

approach [38] and machine learning approach [28].  

The lexical approach is based on semantic orientation (SO) lexicons (words with 

their semantic orientation) and calculates an overall sentiment by aggregating the 

values of those words presented in a text or a sentence.  The classical example of 

lexical approach is the tool SO-Calc widely used in many applications. Its 

vocabularies contain approximately 5,500 terms distributed between 4 vocabularies 

(nouns, verbs, adverbs, and adjectives together with intensifiers) [37]. The integer SO 

value assigned to each term varies between -5 and 5 and the sum of these values 

determines the polarity of opinion of a document under consideration. The SO-Calc 

vocabulary was tested in [14] using various scales of SO: between -3 and 3, between -

2 and 2, and the binary one {-1,1}. With the binary scale the authors reached accuracy 



0.78 vs 0.83 with the SO-Calc vocabulary. It means that it is not necessary to use too 

fine-grained scales.       

The machine learning approach uses collections of labeled texts as a training data 

in order to build automated classifiers. The machine learning approach is presented in 

the well-known comprehensive survey [29]. The majority of cases presented in this 

survey concern binary classification. The authors working with rating prediction use 

more smart ways. For example, in [19] one builds a vocabulary of sentiments using 

term strength with respect to each of 5 classes. The term strength is determined by the 

relative frequencies of term occurrence in these classes. Then this vocabulary is used 

in collaborative filtering algorithms.  

2. Criterion of term specificity 

In our work we use combined approach consisting of two phases. Initially we build 

a domain-oriented lexicon using criterion of term specificity. Obviously this phase 

refers to a lexical approach. Then we select the most informative terms in the process 

of inductive modeling. The latter is one of the technologies of machine learning.    

By ‘Term Specificity’ with respect to a given corpus we mean a factor K ≥ 1, 

which shows how much term frequency in the corpus fC(w) exceeds its frequency in 

any standard corpus fL(w): K = fC(w) / fL(w). In our work we use the General Lexis of 

English that reflects term frequencies in the British National Corpus. This lexis is 

available online [16]. It is easy to see that the higher K is, the less number of terms is 

selected. The experience shows that in all cases when K≥3 then both stop words and 

almost all general lexis are eliminated. So, users may not to think about this kind of 

words.     

We built lists of terms for K=2,5,10,20,50  separately for the categories Restaurants 

and Shopping, in total 8 lists. Then the clearly unuseful words were removed from 

each list. We used here the logarithmic step for variation of K to obtain essential 

changes in these lists. Table 3 shows the sizes of some lists after and before correction 

(in parenthesis). All examples are presented as stems. One can see that when the 

factor K changes on logarithmic scale the size of lists changes in lineal (almost lineal) 

scale. It is typical for different domain-oriented corpus of documents.       

It was found that: when K=2 the lists included many insignificant terms, when K>5 

we lost many useful terms. So, we took the threshold K= 5 as the compromise. Table 

3 shows the sizes of some lists after and before correction (in parenthesis). All 

examples are presented as stems  

Table 3. Sizes of lexicons 

Dataset K=5 K=10 K=20 Examples (stems) 

Restaurants 120 (142) 68 (70) 33 (33) amaz  beef  bowl   cool  … 

Shopping 127 (160) 41 (46) 17 (18) amaz  bike  brand  dress … 

 

The criterion of term specificity is realized in the program LexisTerm, which is 

described in details in [20]. This program was used in our projects in Spain, Peru and 

Russia [2,15,17]. We also used it in this research.  



It should be noted that the criterion of term specificity proves to be very useful not 

only for analysis of Yelp reviews. It can be also useful for many other applications, 

where topic-oriented vocabularies are necessary for numerical presentation of 

documents. The typical way for building such vocabularies with the mentioned 

criterion consists of standard steps:  

1) Experts in a given area present a representative set of documents related to 

this area. Speaking of the total volume of documents (number of their words) 

one should take into account one remarkable regularity, namely: the number 

of new terms increases in arithmetic progression, when the total number of 

terms increases in geometric progression. This lexical regularity is firstly 

described in [36].           

2) Computer linguist builds a topic oriented vocabulary using the criterion of 

term specificity. He/she has possibility to manage the deepness of topic 

presentation by changing the factor K. Therefore we have here the scalable 

method of topic presentation.  

By the way if one knows in advance the approximate number of subtopics in the 

framework of a given topic (from… to …) then it is possible to build vocabularies for 

these subtopics simultaneously with the vocabulary for the whole topic. For this it is 

necessary to use the criterion of term specificity and technique of clustering. This 

method is described in [24].  

2.3   Parameterized documents 

1,000 documents of the category Restaurants and 1,000 documents of the category 

Shopping mentioned above are presented in vectorial form in the space of selected 

terms.  Therefore we have two matrices document-term containing term frequencies. 

The characteristics of matrices are shown in Table 4. Here: ‘Dimension’ reflects the 

number of documents and terms, ‘Max freq.’ is equal to the maximum number of 

term occurrences,   ‘Zero %%’ shows the percent of zero values in matrices. The 

other data are the number of documents having a given rank. Obviously, the values 1* 

and 5* mean the worst and the best points.  

Table 4. Characteristics of matrices 

Dataset Dimension Max freq. Zero %% No. 5*  No. 4* No. 3* No. 2* No. 1* 

Restaurants 1000 x 120 18 90 267 344 193 97 99 

Shopping 1000 x 127 14 97 346 276 133 88 157 

 

We also measured the completeness of document images, that is the number of 

key-terms the images include. The results are presented in Table 5.  Here: ‘Aver. 

number’ is average number of terms in documents of a corpus under consideration.    

Table 5. Number of key-terms in documents 

Dataset Min number Max number Aver. Number 

Restaurants 1 91 15.6 

Shopping 1 69 9.9 

 



  

Theses tables show that the matrices are very sparse that worsens the results of 

classification. For this reason in our next research we plan to enrich the lists of terms 

with the most significant 2-grams and 3-grams of letters. For selection of these k-

grams the same criterion of term specificity is supposed to be used.    

3.   Classifications  and its quality    

3.1   Combined classes 

The assessment of a business in Yelp-reviews is evaluated by means of ‘stars’.  

They reflect rank classification from 1* to 5*. For this reason the quality of automatic 

classifiers in publications is also evaluated on this scale (see, for example [3,8]). From 

the other hand, such a 5-class scale is seemed to be too detailed for real applications, 

when it is necessary only to say whether a given business is successful/unsuccessful 

or whether this business is extreme/satisfactory. For this reason, in this paper we use 

combined classes that are better oriented on practical situations. The corresponding 

classifications are presented in the Table 6 using the 5-class scale. 

Table 6.  Combined classes 

Contents Success of companies Class 1 Class 2 Class 3 

2 classes  unsuccessful, others 1*, 2* 3*, 4*, 5*  

3 classes failed, satisfactory, excellent 1* 2*, 3*, 4* 5* 

  

With the data from Tables 4 and 6, we can calculate new distributions of 

documents between combined classes. They are presented in Tables 7 and 8. It is easy 

to see that the distribution between combined classes proves to be essentially more 

unbalanced in comparison with the distribution between initial star-classes. So, we 

carefully tested the option of balancing classes in the process of modeling (see section 

5) 

Table 7.  Distribution of documents on 2 combined classes (unsuccessful-other) 

Dataset Class 1 (1*,2*)  Class 2 (3*,4*,5*) 

Restaurants 196 (20%) 804 (80%) 

Shopping 245 (25%) 755 (75%) 

  

Table 8.  Distribution of documents on 3 combined classes (failed-satisfactory-excellent) 

Dataset Class 1 (1*)  Class 2 (2*,3*,4*) Class 3 (5*) 

Restaurants 99 (10%) 634 (63%) 267 (27%) 

Shopping 157 (16%) 497 (50%)  346 (34%) 

 

The proposed classification on 2 combined classes may be useful when one needs 

to avoid unsuccessful purchase or unsuccessful development of his/her business. The 

proposed classification on 3 combined classes may be useful when we are ready to 



purchase something with satisfactory quality or to remain with satisfactory level of 

business having avoided the extreme situations.   

3.2   Defensible accuracy 

In the paper we propose an approach for building classifiers related to Yelp-

reviews. These classifiers are tuned to the new classes more oriented on practical 

needs of customers and businessmen. The question is how to evaluate the quality of 

classifiers and how to evaluate their advantage?  

The quality of classifiers can be assessed with the different measures described in 

the well-known books on Information Retrieval [4,23].  The typical approach is a 

comparison of results of classification with a given Gold Standard (GS). The most 

popular measure here is so-called group F-measure introduced in the paper [32]. This 

measure takes into account the values of recall and precision for each class and the 

sizes of these classes. In case of classification (unlike clustering) it can be written as 

follows: 

F= Σi (ni /N) maxj (Fij) 

Here: i ={1,2,...m} is the counter for classes in GS; j={1,2,...k} is  the counter for 

classified groups (clusters); m is the number of classes; k is the number of groups 

(clusters); ni is the number of documents in class i; N is the total number of 

documents; Fij is a partial F-measure for group j with respect to class i.   

The other well-known measure is so-called A-messure, that is accuracy. It is very 

simple and essentially less smart measure than F-measure. Usually accuracy takes 

into account the relative number of successful cases of classification independently of 

classes. But we use weighted accuracy as more adequate measure taking into account 

the successful cases in each class: 

A= Σi (ni /N) Ai 

Here: i ={1,2,...m}  is  the counter of classes in GS; m is the number of classes; ni  

is the number of successfully classified objects from the class i; N is the total number 

of objects in the dataset; Ai is a partial A-measure for the class i.  

Our past experience shows that in case of hundreds or even dozens of objects and a 

small number of classes the measures F and A prove to be approximately equal. So, 

we will use A-measure having in view this circumstance.  

To evaluate the advantage of the proposed classifiers we should compare our 

results with the others obtained before us. But here we meet the principal difficulty: 

our classifiers use combined classes described above but all our predecessors dealt 

with the 5-star classification. In order to cover such a problem we introduce so-called 

defensible accuracy, which shows the upper level of accuracy to be reached by the 

method under consideration. The fact is we consider opinions taken from social 

networks. The authors of blogs and posts from social networks are only users but not 

experts in the area. So, their opinions can’t be accepted as the final truth. Moreover 

even experts in the area often have different opinions concerning the same subject or 

event although the difference between their opinions has less variation. Therefore, 



when we want to assess any classifiers for social networking then we need to take into 

account this uncertainty.   

To evaluate the defensible accuracy we need: 

1. To assess the same set of reviews by several experts  

2. To assess the concordance between experts   

The relative number of fully coincident assessments just defines the defensible 

accuracy. Such a term means that any accuracy higher than the defensible accuracy 

has no sense because experts have different opinions with respect to given object or 

event. In our case these objects or events are given reviews.  

The concordance of expert’s opinions means the consistency of a given group of 

experts. If this group is not concordant then the obtained defensible accuracy is 

unreliable. 

For the experiments we selected 50 reviews of the category Restaurants and 50 

reviews of the category Shopping. The star distribution in each mini datasets 

corresponded to star distribution in the entire dataset of 1,000 reviews reflected in 

Table 4. These reviews were additionally evaluated by two experts with native 

English (co-authors of the paper).  As an example of data processing we show 

assessments concerning category Restaurants in Table 9. Here: ‘Yelp’ is rating 

according Yelp dataset, ‘Exp1’ and ‘Exp2’ are ratings of two experts mentioned 

above, ‘Class’ is combined class according 2-class grouping, ‘Equality: Rating / 

Class’ reflects the coincidence of opinions about rating and class among the experts. 

Class A is equal {3*,4*,5*}, class B is equal {1*,2*}. Coincidence is marked by ‘1’ 

in case of full coincidence and ‘0’ in other cases.  

Table 9. Assessments for documents concerning restaurants (examples) 

Examples of documents  Yelp / 

Class 

Exp1 / 

Class 

Exp2 / 

Class 

Equality: 

Rating / Class   

Good selection of different poutines but otherwise 

nothing special.  Fries weren't the greatest and 

couldn't taste the pepper sauce.  Plus is that it's 

open 24h for those times when you got the 

munchies post bar hopping. 

2 / B 2  / B 2 / B 1 / 1 

It's an always open creative greasy spoon, popular 

with after hours crowds who are jonesing for late 

night eats. There aren't many 24/7 places, and this 

one is a Montreal staple. Personally, I'd rather eat 

a bag of Doritos. 

2 / B 1 / B 3 / A 0 / 0 

Food was by far the worst tasting Mexican 'food' 

I've ever had. The chips and salsa were flavorless 

and my burrito had noodles in it! Topped off by 

the fact that I immediately got sick after eating the 

vegetarian burrito.  I would not recommend this 

establishment. I can't believe they're still open for 

business. 

1 / B 1 / B 1 / B 1 / 1 



 

To calculate the coincidence of expert opinions we used 20 reviews from the 

mentioned 50 reviews for the work with 2 classes, and the other 30 reviews for the 

work with 3 classes. The results are presented in Table 10. The data from this Table 

can be considered as the upper level of the defensible accuracy. 

Table 10.  Coincidence of expert opinions (3 experts) 

Category 2 classes  3 classes 5 classes 

Restaurants 95% 83% 68% 

Shopping 97% 85% 64% 

 

To check the concordance of experts we applied the criterion of Kendall that is the 

criterion of rank correlation. The Table 11 contains the values of this criterion. The 

5%-threshold related to Kendall criterion is eqial T=0.32 for 20 reviews and T=0.25 

for 30 reviews. Because all values exceeds these thresholds then Yelp-expert, Expert-

1 and Expert-2 belong to the one coordinated group of experts, which we can trust to.  

Table 11. Values of Kendall coefficient of concordance 

Category Experts 1-2  

(2 classes) 

Experts 1-3  

(2 classes) 

Experts 2-3 

(2 classes) 

Experts 1-2  

(3 classes) 

Experts 1-3  

(3 classes) 

Experts 2-3 

(3 classes) 

Restaurants 1.00 0.99 0.99 0.92 0.88 0.96 

Shopping 1.00 1.00 1.00 0.95 0.93 0.93 

 

4.   Method and tools 

4.1   Group Method of Data Handling (GMDH)   

To build classifiers we use technique of inductive modeling presented by the 

Group Method of Data Handling (GMDH), developed by the remarkable Ukrainian 

scientist O. Ivakhnenko. His first International publications related to GMDH 

appeared in the 1970s [11,12], but in spite of the long history of GMDH it is still not 

well-known to researchers. So, we give here a brief description of GMDH: 

1. An expert defines a sequence of models, from the simplest to more complex 

ones. 

2. Experimental data are divided into two datasets: training data and control 

data  

3. For a given kind of model, the best parameters are determined with training 

data using any internal criterion 

4. This model is tested on control data using external criteria  

5. The external criteria (or the most important one) are checked on having 

reached a stable optimum. In this case the search is finished. Otherwise, a 

more complex model is considered and the process is repeated from step 3. 

Naturally, this description is a basic one without details about a partition of dataset 

on subsets, or a process of search, or criteria.  For example, often the dataset is 

divided on three datasets: training data, control data, and exam data. The latter is used 

for testing quality of selected model having in view that control data is only the filter 



for model selection. Besides, sometimes the search is organized in two directions 

simultaneously: from the simplest model to more complex ones and from the most 

complex model to the simpler ones, and so on. These details are reflected in recently 

published work [6]. The full survey concerning the history and perspectives of 

GMDH is published in [33]. The theoretical basis for GMDH approach is presented in 

[34].  

   The typical form of model presentation is the polynomial one: 

y= a0 + Σaixi + Σbijxixj +  Σcijk xixjxk  + … 

Here:  y is a dependent variable, xi are independent variables, a,b,c are coefficients 

to be determined. We can use both positive and negative power functions x
m
, where 

m<0, or m>0.  If we consider the process on half-infinite or infinite intervals then 

instead of presented polynomial we may use the systems of classical orthogonal 

polynomials of  Laguerre and Hermite respectively.  

GMDH selects models of optimal complexity in the framework of a given class of 

models and it is the principal property of GMDH technique. By ‘complexity’ we 

mean the number of parameters for model description. Optimal complexity provides 

the best noise immunity of models: when noise increases the model automatically 

becomes simpler and vice versa. Such an effect is considered in [34].   

One can find the full information about GMDH development and applications in 

[31].   

4.2   GMDH Shell 

GMDH Shell (GMDH-S) is a well-known tool for the following applications:  

- time series prognosis (extrapolation), 

- function presentation (approximation), 

- object classification 

including extended possibilities for visualization of results [30]. GMDH-S employs 

the technique of GMDH. At present GMDH-S includes 2 classical algorithms with 

their modifications:  

 Combinatorial GMDH, 

 GMDH-type neural networks.  

In our research we use the classification option. For this GMDH-S uses Оne-vs-All 

method [27, 35], which reduces multiclass classification to binary classification. Each 

binary classifier is presented here in the form of an equation of dividing surface. 

Inductive modeling just allows to find the equation of optimal complexity in n-

dimensional space of linguistic variables which we discussed above in Section 2.3.  

One can download the trial version of GMDH-S and test it using his/her own data 

[30]. Universities have the possibility to purchase this product free of charge for 

teaching purposes.    

5.   Experiments 

5.1  Preprocessing, tuning models and post-processing  



For the experiments we used GMDH-S mentioned above.  It includes the following 

possibilities for preprocessing: 

- data normalization to a given interval, e.g. [-1.0,1.0] or [0.0, 1.0] ;    

- data transformation with various functions such as square root, cubic root or 

arctg to suppress or to strengthen small and large values; 

- balancing classes using copying for small classes.  

In the process of modeling a user can do the following: 

- to select one of GMDH-based algorithms,    

- to limit the total model complexity,  

- to assign the form of elements in polynomials, 

- to define the external criterion.   

Speaking about post-processing we mean both various form of visualization for 

result presentation and the procedure of ensembling.  The latter is averaging a set of 

the best models selected by GMDH-S. The number of models to be averaged is 

assigned by a user.   

In the experiments we used normalization on [0.0, 1.0] and tested data 

transformation, balancing and ensembling.  The external criterion in model selection 

was 2-fold cross validation. For tuning algorithms we used recommendations [18]. 

Taken together we considered 96 options of modeling. Table 12 presents the number 

of variants for each option.   

Table 12. Number of variants for different options 

Transform. Balancing 

 

Ensembling Algorithm Complexity Form 

3 2 2 2 2 2 

 

Here: Transformation={without transformation, cubic function, arctg function}; 

Balancing={without balancing, with balancing}; Ensembling={without ensembling, 

with ensembling}; Algorithm={classical combinatorial, classical polynomial neural 

network}; the contents of term ‘Complexity’ depends on the algorithms, it can be the 

number of members in polynomial or the number of neurons in the model; 

Form={quasi-lineal, quadratic}    

It is necessary to emphasize that we did not tested various document presentations 

in the experiments although such a presentation essentially affects results (sometimes 

decisively).   

5.2   Building classifiers  

The distribution of documents between classes for this category is presented in Tables 

7 and 8. Therefore the baselines for A-measure are equal 80% for 2 classes and 63% 

for 3 classes respectively for the category Restaurants, and 75% for 2 classes and 50% 

for 3 classes respectively for the category Shopping .  The first experiments shows 

that a) balancing gives worse results than its absence; b) the neural network of 

GMDH-S works essentially better than the classical combinatorial algorithm. The best 

options and results are presented in Table 13. Here: NN stands for neural network, yes 



(Xm) means option of ensembing with X the best models (X is selected manually), 

1000 is the number of neurons.   

Table 13.  Results of modeling for the categories Restaurants and Shopping 

Options 2 classes  

Restaurants 

3 classes 

Restaurants 

2 classes  

Shopping 

3 classes 

Shopping 

Transformation arctg arctg No cubic 

Balancing no no No no 

Ensembling yes (18m) yes (8m) yes (6m) yes (10m) 

Algorithm NN NN NN NN 

Complexity 1000 1000 1000 1000 

Form quadratic quasi-lineal Quadratic quadratic 

Results 2 classes 

Restaurants 

3 classes 

Restaurants 

2 classes 

Shopping 

3 classes 

Shopping 

Accuracy 0.91 0,73 0.86 0,71 

Defensible accuracy  0.95 0.83 0.97 0.85 

Baseline 0.80 0,63 0.75 0,50 

 

The accuracies reached in the experiments are close or exceed those presented in 

other publications related to opinion mining Yelp review. See, for example [4].  

However such a comparison is slightly incorrect because we consider classifications 

on 2 classes and 3 classes instead of 5 classes. So, to evaluate the results we should 

take into account other indicators such as defensible accuracy and baseline. With this 

point of view the results can be assumed as the promising ones, but which should be 

improved using  extended lists of key-terms.          

6.   Conclusions 

In the paper we propose the simple technique for classification of reviews from the 

well-known Yelp dataset [40]. This technique is based on a) key-term selection using 

term specificity, and b) construction of predictive models using inductive modeling 

with GMDH.  We consider classifications on 2 classes and 3 classes instead of 5 

classes related to 5-star rating. We suppose that in many cases these classifications, 

namely {unsuccessful, others} and {worst, satisfactory, best}, will prove be more 

useful for practical applications.  We introduce so-called defensible accuracy of 

results that takes into account the variety of opinions of users with respect to the same 

materials of social networks. We demonstrate on practical example how to calculate 

this indicator and we postulate its value as a justified accuracy.  We hope this 

approach will be useful for those who deal with processing data of social networks.  

For the experiments we use the well-known tool GMDH Shell and we tune its 

parameters to build the best model. The results prove to be promising having in view 

both the simplicity of the proposed technique and the mentioned defensible accuracy.  

In the paper we did not test various form of document presentation. We only 

applied the way we successfully used many times in our projects. We intend to 

consider this question in future experiments and we will try to maintain the simplicity 

of the proposed technique.  
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