
Alexander Gelbukh (Ed.)

Computational
Linguistics
and Intelligent
Text Processing

12th International Conference, CICLing 2011
Tokyo, Japan, February 20-26, 2011
Proceedings, Part I

13
1

Alexander
Rectangle



Table of Contents – Part I

Lexical Resources

Influence of Treebank Design on Representation of Multiword
Expressions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
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Influence of Treebank Design
on Representation of Multiword Expressions

Eduard Bejček, Pavel Straňák, and Daniel Zeman

Charles University in Prague, Institute of Formal and Applied Linguistics
{bejcek,stranak,zeman}@ufal.mff.cuni.cz

Abstract. Multiword Expressions (MWEs) are important linguistic units that re-
quire special treatment in many NLP applications. It is thus desirable to be able
to recognize them automatically. Semantically annotated corpora should mark
MWEs in a clear way that facilitates development of automatic recognition tools.
In the present paper we discuss various corpus design decisions from this per-
spective. We propose guidelines that should lead to MWE-friendly annotation
and evaluate them on numerous sentence examples. Our experience of identifying
MWEs in the Prague Dependency Treebank provides the base for the discussion
and examples from other languages are added whenever appropriate.

1 Motivation

Grammatical theories have been thriving recently in computational linguistics. They de-
scribe phenomena of natural language in increasing detail with the purpose of creating
a description that analyses and/or generates language as natural as possible.

Several treebanks have been developed during the past decade, new ones are still
being created and the old ones are being enriched with additional annotations. A corpus
is often designed and developed with the vision of further, deeper annotation, with the
aim to add semantic information in future. Multiword expressions (MWEs; such as
idioms, phrasemes, multiword named entities) are an important part of most natural
languages. Usually they form a significant portion of vocabulary, particularly in special
domains where terminology is in play, but not only there.

Although some grammatical theories have accounted for MWEs decades ago
(see e.g. [1]), in treebanks, multiword expressions are one of the least developed phe-
nomena. Recently, however, their processing started to attract attention, as they are
proving to be important for information extraction, machine translation and other cru-
cial tasks of NLP [2]. Therefore they should be an integral part of any serious semantic
annotation.

In this paper, we discuss some decisions of a treebank design that have direct influ-
ence on representation of MWEs. A good treebank design can contribute to both more
natural and more useful representation of MWEs, or even enable to capture certain rare
forms of MWEs. We will also discuss the decisions that make the representation of
MWEs harder or inefficient (see Section 3).

A. Gelbukh (Ed.): CICLing 2011, Part I, LNCS 6608, pp. 1–14, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Combining Contextual and Structural Information  
for Supersense Tagging of Chinese Unknown Words 

Likun Qiu1, Yunfang Wu1, and Yanqiu Shao2 

1 Key Laboratory of Computational Linguistics (Peking University),  
Ministry of Education 100871 Beijing, China 

2 Institute of Artificial Intelligence, Beijing City University, 
100083 Beijing, China 

{qiulikun,wuyf}@pku.edu.cn, yqshao@bcu.edu.cn 

Abstract. Supersense tagging classifies unknown words into semantic categories 
defined by lexicographers and inserts them into a thesaurus. Previous studies on 
supersense tagging show that context-based methods perform well for English 
unknown words while structure-based methods perform well for Chinese 
unknown words. The challenge before us is how to successfully combine 
contextual and structural information together for supersense tagging of 
Chinese unknown words. We propose a simple yet effective approach to 
address the challenge. In this approach, contextual information is used for 
measuring contextual similarity between words while structural information is 
used to filter candidate synonyms and adjusting contextual similarity score. 
Experiment results show that the proposed approach outperforms the state-of-
art context-based method and structure-based method.  

Keywords: Supersense Tagging, Contextual Information, Structural Information, 
Chinese Unknown Words. 

1   Introduction 

Lexical-semantic resources such as WordNet [1] have influenced NLP research 
significantly. These resources have been successfully applied in a wide range of 
research [2, 3, 4, 5]. However, to keep up with the pace of language evolution, 
lexicographers should update the resources by hand, which is time-consuming and 
labor-intensive. To reduce human effort, a technology called supersense tagging [6] is 
presented to help lexicographers classify unknown words and insert them into an 
existing resource. Here, supersense refers to a semantic class to which the unknown 
word belongs, e.g., “tool”, “organization”, “person”, etc. A similar name of that task 
is semantic classification [7].  

To address the problem of supersense tagging, two kinds of information might be 
utilized, i.e., contextual information and structural information.  

Pilot studies on English unknown words mainly used contextual information [6, 8]. 
The methods of these studies are based on the distributional hypothesis, which means 
that words having similar meaning usually appear in similar context. The experiments 
of these studies show the effectiveness of contextual information for English.  
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Identification of Conjunct Verbs in Hindi and Its Effect 
on Parsing Accuracy 

Rafiya Begum, Karan Jindal, Ashish Jain,  
Samar Husain, and Dipti Misra Sharma 

Language Technologies Research Centre, IIIT-Hyderabad, India 
rafiyabegum@gmail.com, 

{karan_jindal,ashishjain}@students.iiit.ac.in, 
{samar,dipti}@mail.iiit.ac.in 

Abstract. This paper introduces a work on identification of conjunct verbs in 
Hindi. The paper will first focus on investigating which noun-verb combination 
makes a conjunct verb in Hindi using a set of linguistic diagnostics. We will 
then see which of these diagnostics can be used as features in a MaxEnt based 
automatic identification tool. Finally we will use this tool to incorporate certain 
features in a graph based dependency parser and show an improvement over 
previous best Hindi parsing accuracy.  

Keywords: Conjunct verbs, Diagnostics, Automatic Identification, Parsing, Light 
verb. 

1   Introduction 

There are certain verbs that need other words in the sentence to represent an activity 
or a state of being. Such verbs along with the other words, required for completion of 
meaning, are together called Complex Predicates (CP). CP exist in great numbers in 
South Asian languages [1], [2], [3]. A CP is generally made via the combination of 
nouns, adjectives and verbs with other verbs. The verb in the CP is referred as light 
verb and the element that the light verb combines to form a CP is referred as host [4]. 

[5] says that in Hindi/Urdu, the light verb is taken as a contributing ‘semantic 
structure’ which determines syntactic information such as case marking whereas host 
contributes the ‘semantic substance’, i.e. most of the meaning the complex predicate 
has. [6] has talked about four types of complex predicates: (a) In Syntactic Complex 
Predicates the formation takes place in the syntax. (b) In Morphological Complex 
Predicates, a piece of morphology is used to modify the primary event predication. 
Well known example is morphological causatives. (c) Light Verbs cross linguistically 
do not always form a uniform syntactic category. They are not always associated with 
a uniform semantics, but they always muck around with the primary event 
predication. (d) In Semantics, complex predicates represent the decomposition of 
event structure. 

In CPs, ‘Noun/Adjective+Verb’ combinations are called conjunct verbs and 
‘Verb+Verb’ combinations are called compound verbs. In this paper, we are focusing 
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Identification of Reduplicated Multiword Expressions 
Using CRF 

Kishorjit Nongmeikapam1, Dhiraj Laishram1, Naorem Bikramjit Singh1,  
Ngariyanbam Mayekleima Chanu2, and Sivaji Bandyopadhyay3 

1 Dept. of Computer Sc. & Engg., Manipur Institute of Technology,  
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Abstract. This paper deals with the identification of Reduplicated Multiword 
Expressions (RMWEs) which is important for any natural language applications 
like Machine Translation, Information Retrieval etc. In the present task, 
reduplicated MWEs have been identified in Manipuri language texts using CRF 
tool. Manipuri is highly agglutinative in nature and reduplication is quite high 
in this language. The important features selected for running the CRF tool 
include stem words, number of suffixes, number of prefixes, prefixes in the 
word, suffixes in the word, Part Of Speech (POS) of the surrounding words, 
surrounding stem words, length of the word, word frequency and digit feature. 
Experimental results show the effectiveness of the proposed approach with the 
overall average Recall, Precision and F-Score values of 92.91%, 91.90% and 
92.40% respectively. 

Keywords: Multiword Expressions (MWE), Reduplicated MWE, Conditional 
Random Field (CRF), Manipuri. 

1   Introduction 

Manipuri (or Meiteilon) belongs to the Tibeto-Burman family of languages mainly 
spoken in Manipur, a state in the North East India. Manipuri is a schedule language of 
Indian constitution. This language is also spoken in some parts of the other countries 
like Myanmar and Bangladesh. Manipuri is highly agglutinative in nature, monosyllabic, 
influenced and enriched by the Indo-Aryan languages of Sanskrit origin and English. The 
affixes play the most important role in the structure of the language. The majority of  
the roots found in the language are bound and the affixes are the determining factor of 
the class of the words in the language. Manipuri uses two scripts; the first one is 
purely of its own origin (Meitei Mayek) while another one is a borrowed Bengali 
script. In the present task, the processing has been done on the Bengali script. 
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Abstract. Researches in Computational Linguistics (CL) and Natural
Language Processing (NLP) have been increasingly dissociated from each
other. Empirical techniques in NLP show good performances in some
tasks when large amount of data (with annotation) are available. How-
ever, in order for these techniques to be adapted easily to new text types
or domains, or for similar techniques to be applied to more complex
tasks such as text entailment than POS taggers, parsers, etc., rational
understanding of language is required. Engineering techniques have to
be underpinned by scientific understanding. In this paper, taking gram-
mar in CL and parsing in NLP as an example, we will discuss how to
re-integrate these two research disciplines. Research results of our group
on parsing are presented to show how grammar in CL is used as the
backbone of a parser.

1 Introduction

The two terms, Computational Linguistics (CL) and Natural Language Pro-
cessing (NLP), have often been used interchangeably. However, these two terms
represent two different streams of research which emphasize different aspects of
our field. For example, while research on grammar and its formalisms in CL and
research on parsing in NLP are closely related, their objectives are quite different.
On one hand, researchers in CL have focused on revealing how surface strings
of words systematically correspond to their meanings (in a compositional way)
and have been interested in developing formalisms by which the correspondences
are described. On the other hand, those in NLP are interested in more practical
engineering issues involved in processing natural languages by computer, such as
efficient algorithms for a program (parser) which computes the structure and/or
the meaning of a given sentence.

While some of parsers used in NLP are based on a grammar in CL, in order for
them to be practical, they should not only be efficient and robust but also be able
to choose the most plausible interpretation of a sentence among many possible
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Abstract. Though the lack of semantic representation of automatically extracted 
LTAGs is an obstacle in using these formalism, due to the advent of some 
powerful statistical parsers that were trained on them, these grammars have been 
taken into consideration more than before. Against of this grammatical class, there 
are some widely usage manually crafted LTAGs that are enriched with semantic 
representation but suffer from the lack of efficient parsers. The available 
representation of latter grammars beside the statistical capabilities of former 
encouraged us in constructing a link between them. 

Here, by focusing on the automatically extracted LTAG used by MICA [4] and 
the manually crafted English LTAG namely XTAG grammar [32], a statistical 
approach based on HMM is proposed that maps each sequence of former 
elementary trees onto a sequence of later elementary trees. To avoid of 
converging the HMM training algorithm in a local optimum state, an EM-based 
learning process for initializing the HMM parameters were proposed too. 
Experimental results show that the mapping method can provide a satisfactory 
way to cover the deficiencies arises in one grammar by the available capabilities 
of the other. 

Keywords: Supertagging, HMM Initialization, XTAG Derivation Tree, Semantic 
Representation, Grammar Mapping, Automatically Extracted Tree Adjoining 
Grammar, MICA. 

1   Introduction 

Tree Adjoining Grammar (TAG) introduced by Joshi [17] as a Mildly Context Sensitive 
Grammar is supposed to be powerful enough to model the natural languages [18]. In 
Lexicalized case (Lexicalized Tree Adjoining Grammar, LTAG,), any elementary tree 
of a TAG could be considered as a complex description of the lexical item that provides 
a domain of locality, which specifies syntactic and semantic dependencies [2]. 
Lexicalization, Extended Domain of Locality (EDL) and Factoring of Recursion from 
the Domain of dependencies (FRD) are three important keys of using this formalism in 
NLP applications and theorems. 
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Abstract. Very few attempts have been reported in the literature on de-
pendency parsing for Tamil. In this paper, we report results obtained for
Tamil dependency parsing with rule-based and corpus-based approaches.
We designed annotation scheme partially based on Prague Dependency
Treebank (PDT) and manually annotated Tamil data (about 3000 words)
with dependency relations. For corpus-based approach, we used two well
known parsers MaltParser and MSTParser, and for the rule-based ap-
proach, we implemented series of linguistic rules (for resolving coordi-
nation, complementation, predicate identification and so on) to build
dependency structure for Tamil sentences. Our initial results show that,
both rule-based and corpus-based approaches achieved the accuracy of
more than 74% for the unlabeled task and more than 65% for the labeled
tasks. Rule-based parsing accuracy dropped considerably when the input
was tagged automatically.

Keywords: Tamil, Dependency parsing, Syntax, Clause boundaries.

1 Introduction

The most important thing in Natural Language Processing (NLP) research is
data, importantly the data annotated with linguistic descriptions. Much of the
success in NLP in the present decade can be attributed to data driven approaches
to linguistic challenges, which discover rules from data as opposed to traditional
rule based paradigms. The availability of annotated data such as Penn Treebank
[1] and parallel corpora such as Europarl [2] had spurred the application of sta-
tistical techiniques [4], [5], [3] to various tasks such as Part Of Speech (POS)
tagging, syntactic parsing and Machine Translation (MT) and so on. They pro-
duced state of the art results compared to their rule based counterparts. Unfor-
tunately, only English and very few other languages have the privilege of having
such rich annotated data due to various factors.

In this paper, we take up the case of dependency parsing task for Tamil language
for which no annotated data is available. We report our initial results of applying
rule based and corpus based techniques to this task. For rule-based approach, the
rules (such as rules for coordination and main predicate identification) have been
crafted after stuying the Tamil data in general. The rules often rely on morpholog-
ical cues to identify governing or dependent nodes. For corpus-based approach, we
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Abstract. Incremental parsing is appealing for applications such as speech recog-
nition and machine translation due to its inherent efficiency as well as being a
natural match for the language models commonly used in such systems. In this
paper we introduce an Incremental Combinatory Categorical Grammar (ICCG)
that extends the standard CCG grammar to enable fully incremental left-to-right
parsing. Furthermore, we introduce a novel dynamic programming algorithm to
convert CCGbank normal form derivations to incremental left-to-right deriva-
tions and show that our incremental CCG derivations can recover the unlabeled
predicate-argument dependency structures with more than 96% F-measure. The
introduced CCG incremental derivations can be used to train an incremental CCG
parser.

1 Introduction

An incremental parser is able to processes an input sentence left-to-right, word-by-
word, and build for each prefix of the input sentence a partial parse that is a sub-graph
of the partial parse that it builds for a longer prefix. Besides being cognitively plausi-
ble, an incremental parser is more appealing for applications since its time and space
complexities are close to linear in input length. It should, for example, constitute a nat-
ural match for the word-by-word decoding and pruning schemes used within statistical
machine translation and speech recognition.

Combinatory Categorial Grammar (CCG) [10] is a lexicalized grammar formalism
that has very strong potential for incremental parsing, mainly due to its ability to rep-
resent an arbitrary subsequence of a valid sentence by a single category even if they do
not form a complete phrase. CCG [10] extends the categorial grammar by adding new
combinatory rules such as type raising and composition. Not only do these extensions
increase the grammar coverage and ability to recover long-range dependencies but also
they allow incremental parsing. However, there are still difficulties in handling some
linguistic constituents such as back modifiers (e.g. adverbs) in an efficient and deter-
ministic, yet incremental manner. Although standard CCG rules may be able to handle

� This work was conducted while the first two authors were at IBM Cairo Technology Develop-
ment Center.
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Abstract. The unsupervised approach for syntactic analysis tries to discover the 
structure of the text using only raw text. In this paper we explore this approach 
using Grammar Inference Algorithms. Despite of still having room for 
improvement, our approach tries to minimize the effect of the current 
limitations of some grammar inductors by adding morphological information 
before the grammar induction process, and a novel system for converting a 
shallow parse to dependencies, which reconstructs information about inductor’s 
undiscovered heads by means of a lexical categories precedence system. The 
performance of our parser, which needs no syntactic tagged resources or rules, 
trained with a small corpus, is 10% below to that of commercial semi-
supervised dependency analyzers for Spanish, and comparable to the state of 
the art for English. 

1   Introduction 

There are mainly two approaches for creating syntactic dependencies analyzers: 
supervised and unsupervised. The main goal of the first approach is to attain the best 
possible performance for a single language. For this purpose, a great collection of 
resources is collected (manually annotated corpora with part of speech annotation, 
and syntactic and structure tags) which requires a great effort and years to be 
collected. For this approach the state of the art is around of 85% of syntactic 
annotation of full sentences in several languages (Sabine and Marsi, 2006), getting 
over 90% for English. On the other hand, the unsupervised approach tries to discover 
the structure of the text using only raw text. This would allow creating a dependency 
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Abstract. In sequence labeling problems, the objective functions of most learn-
ing algorithms are usually inconsistent with evaluation measures, such as Ham-
ming loss. In this paper, we propose an online learning algorithm that addresses
the problem of labelwise margin maximization for sequence labeling. We decom-
pose the sequence margin to per-label margins and maximize these per-label mar-
gins individually, which can result to minimize the Hamming loss of sequence.
We compare our algorithm with three state-of-art methods on three tasks, and the
experimental results show our algorithm outperforms the others.

1 Introduction

In recent years, the sequence labeling problems have obtained much attention espe-
cially in the machine learning, computational biology and natural language processing
communities such as part-of-speech tagging [16], chunking [17], named entity recog-
nition [18] and Chinese word segmentation [26,15]. The goal of sequence labeling is
to assign labels to all elements of a sequence. Due to the exponential size of the output
space, sequence labeling problems tend to be more challenging than the conventional
classification problems.

Recently, many algorithms have been applied for sequence labeling and the progress
has been encouraging. These algorithms usually have the different objective functions.
For example, average perceptron algorithm [1] aims to minimize the 0-1 loss of se-
quence. Maximum entropy Markov models (MEMM) [13] and conditional random fields
(CRF) [11] aims to maximize the conditional likelihood. SVMstruct [23] and maximum
margin Markov networks (M3N) [22] aims to maximize the margin or minimize hinge
loss [5].

However, most of these objective functions often calculate the conditional probabil-
ity or margin on the whole sequence, which are usually inconsistent with conventional
evaluation measures of sequence labeling, such as Hamming loss. The probability and
margin cannot response the Hamming loss directly.

   an             exciting            moment 
                       

 B    E     B    M   M    E     S     B     E 
 B    E     B     E    B     E     S     B     E 
 1     1     1    1    1     1     1     1     1    
 1     1     4   -1   -1     4     1     1     1  

Sentence: X 
Correct Label: Lc 
Wrong Label: Lw 
Margin:   M1=9 
Margin: M2=12 

Fig. 1. Per-label decomposition of margin for Chinese word segmentation. “B”, “M”, “E” and
“S”, which represent the beginning, middle, end or single character of a word respectively.
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Abstract. Learning Selectional Preferences has been approached as a verb and 
argument problem, or at most as a tri-nary relationship between subject, verb 
and object. The correlation of all arguments in a sentence, however, has not 
been extensively studied for sentence plausibility measuring because of the 
increased number of potential combinations and data sparseness. We propose a 
unified model for machine learning using SVM (Support Vector Machines) 
with features based on topic-projected words from a PLSI (Probabilistic Latent 
Semantic Indexing) Model and PMI (Pointwise Mutual Information) as co-
occurrence features, and WordNet top concept projected words as semantic 
classes. We perform tests using a pseudo-disambiguation task. We found that 
considering all arguments in a sentence improves the correct identification of 
plausible sentences with an increase of 10% in recall among other things. 

1   Introduction 

A sentence can be regarded as a verb with multiple arguments. The plausibility of 
each argument depends not only on the verb, but also on other arguments. Measuring 
the plausibility of verb arguments is required for several tasks such as Semantic Role 
Labeling, since grouping verb arguments and measuring their plausibility increases 
performance, as shown by Merlo and Van Der Plas (2009) and Deschacht and Moens 
(2009). Metaphora recognition requires this information too, since we are able to 
know common usages of arguments, and an uncommon usage would suggest its 
presence, or a coherence mistake (v. gr. to drink the moon in a glass). Malapropism 
detection can use the measure of the plausibility of an argument to determine misuses 
of words (Bolshakov, 2005) as in hysteric center, instead of historic center; density 
has brought me to you; It looks like a tattoo subject; and Why you say that with 
ironing? Anaphora resolution consists on finding referenced objects, thus, requiring 
among other things, to have information about the plausibility of arguments at hand, 
i.e., what kind of fillers is more likely to satisfy the sentence’s constraints, such as in: 
The boy plays with it there, It eats grass, I drank it in a glass. 

This problem can be seen as collecting a large database of semantic frames with 
detailed categories and examples that fit these categories. For this purpose, recent 
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Abstract. For many languages, we are not able to train any supervised
parser, because there are no manually annotated data available. This
problem can be solved by using a parallel corpus with English, parsing
the English side, projecting the dependencies through word-alignment
connections, and training a parser on the projected trees. In this paper,
we introduce a simple algorithm using a combination of various word-
alignment symmetrizations. We prove that our method outperforms pre-
vious work, even though it uses McDonald’s maximum-spanning-tree
parser as it is, without any “unsupervised” modifications.

1 Introduction

Syntactic parsing is one of the basic tasks in natural language processing. The
best parsers learn grammar from manually annotated treebanks and for all there
holds the rule that increasing amount of training data improves their perfor-
mance. However, there are many languages for which a very few linguistic re-
sources exist. Developing a new treebank is quite expensive and for some rarer
languages it is even impossible to find linguists for the annotations.

In recent years, numerous works have been devoted to developing parsers
that would not need much annotated data. One way is the totally unsupervised
parsing (e.g. the Klein and Manning’s inside-outside method [1]), which infers
the dependencies from raw texts only. But the performance of such parsers is
quite low so far. This changes when we append a few annotated sentences to the
raw texts. Koo proved in [2] that this causes a great improvement.

Hwa came up with an idea [3] to use a parallel corpus. For many languages
there exist some form of parallel texts, very often with English or other resource-
rich languages being the coupled. The idea is to make a word-alignment, parse
the English side of the corpus, then project the dependencies from English to the
other language using the alignment, and, finally, train a parser on the resulting
trees or tree fragments. Several similar works ([4], [5], [6], [7]) came after and
made many improvements on this process. Ganchev [6] and Smith and Eisner [5]
combine this method with unsupervised training.
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Abstract. A novel set of “tree topological features” (TTFs) is investigated for 
improving a classifier-based unlexicalized parser. The features capture the 
location and shape of subtrees in the treebank. Four main categories of TTFs 
are proposed and compared. Experimental results showed that each of the four 
categories independently improved the parsing accuracy significantly over the 
baseline model. When combined using the ensemble technique, the best 
unlexicalized parser achieves 84% accuracy without any extra language 
resources, and matches the performance of early lexicalized parsers. 
Linguistically, TTFs approximate linguistic notions such as grammatical 
weight, branching property and structural parallelism. This is illustrated by 
studying how the features capture structural parallelism in processing 
coordinate structures. 

Keywords: parsing, unlexicalized model, topological features, machine learning. 

1   Introduction 

Advances in parsing have been made on two major fronts, namely, learning models 
and algorithms, and parsing features. In addition to improving probabilistic modelling 
and classifier-based methods, new parsing features have been developed in the last 
two decades, for example, the propagation of lexical head feature (Magerman, 1995; 
Collins, 2003) and semantic features. This paper explores a novel set of features, 
collectively called “tree topological features” (TTFs). TTFs can be easily computed 
with no extra language resources and be integrated into parsing models. They also 
deliver significant improvement over the baseline model. 

This study is motivated by the fact that mainstream parsers seldom consider the 
shape of subtrees dominated by these nodes and rely primarily on matching 
POS/syntactic tags. As a result, an NP with a complicated structure is treated the same 
as an NP that dominates only one word. However, linguists working in syntactic 
processing have long observed that the size and shape of subtree also affect word 
ordering and parse tree building. For example, (i) branching property, (ii) heaviness of 
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Abstract. I examine what would be necessary to move part-of-speech
tagging performance from its current level of about 97.3% token accu-
racy (56% sentence accuracy) to close to 100% accuracy. I suggest that
it must still be possible to greatly increase tagging performance and ex-
amine some useful improvements that have recently been made to the
Stanford Part-of-Speech Tagger. However, an error analysis of some of
the remaining errors suggests that there is limited further mileage to be
had either from better machine learning or better features in a discrim-
inative sequence classifier. The prospects for further gains from semi-
supervised learning also seem quite limited. Rather, I suggest and begin
to demonstrate that the largest opportunity for further progress comes
from improving the taxonomic basis of the linguistic resources from which
taggers are trained. That is, from improved descriptive linguistics. How-
ever, I conclude by suggesting that there are also limits to this process.
The status of some words may not be able to be adequately captured
by assigning them to one of a small number of categories. While conven-
tions can be used in such cases to improve tagging consistency, they lack
a strong linguistic basis.

1 Isn’t Part-of-Speech Tagging a Solved Task?

At first glance, current part-of-speech taggers work rapidly and reliably, with
per-token accuracies of slightly over 97% [1–4]. Looked at more carefully, the
story is not quite so rosy. This evaluation measure is easy both because it is
measured per-token and because you get points for every punctuation mark
and other tokens that are not ambiguous. It is perhaps more realistic to look
at the rate of getting whole sentences right, since a single bad mistake in a
sentence can greatly throw off the usefulness of a tagger to downstream tasks such
as dependency parsing. Current good taggers have sentence accuracies around
55–57%, which is a much more modest score. Accuracies also drop markedly
when there are differences in topic, epoch, or writing style between the training
and operational data.

Still, the perception has been that same-epoch-and-domain part-of-speech tag-
ging is a solved problem, and its accuracy cannot really be pushed higher. I
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Abstract. This paper presents a new approach to learn a rule based
system for the task of part of speech tagging. Our approach is based on
an incremental knowledge acquisition methodology where rules are stored
in an exception-structure and new rules are only added to correct errors
of existing rules; thus allowing systematic control of interaction between
rules. Experimental results of our approach on English show that we
achieve in the best accuracy published to date: 97.095% on the Penn
Treebank corpus. We also obtain the best performance for Vietnamese
VietTreeBank corpus.

1 Introduction

Part-of-speech (POS) tagging is one of the most important tasks in Natural Lan-
guage Processing, which assigns a tag representing its lexical category to each
word in a text. After the text is tagged or annotated, it can be used in many
applications such as: machine translation, information retrieval etc. A number
of approaches for this task have been proposed that achieved state-of-the-art re-
sults including: Hidden Markov Model-based approaches [1], Maximum Entropy
Model-based approaches [2] [3] [4], Support Vector Machine algorithm-based ap-
proaches [5], Perceptron learning algorithms [2][6]. All of these approaches are
complex statistics-based approaches while the obtained results are progressing
to the limit. The combination utilizing the advantages of simple rule-based sys-
tems [7] can surpass the limit. However, it is difficult to control the interaction
among a large number of rules.

Brill [7] proposed a method to automatically learn transformation rules for the
POS tagging problem. In Brill’s learning, the selected rule with the highest score
is learned on the context that is generated by all preceding rules. In additions,
there are interactions between rules with only front-back order, which means an
applied back rule will change the results of all the front rules in the whole text.
Hepple [8] presented an approach with two assumptions for disabling interactions
between rules to reduce the training time while sacrificing a small fall of accuracy.
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Abstract. In this paper, we present an efficient part-of-speech (POS)
tagger for Arabic which is based on a Hidden Markow Model. We explore
different enhancements to improve the baseline system. Despite the mor-
phological complexity of Arabic our approach is a data driven approach
and does not utilize any morphological analyzer or a lexicon as many
other Arabic POS taggers. This makes our approach simple, very effi-
cient and valuable to be used in real-life applications and the obtained
accuracy results are still comparable to other Arabic POS taggers. In the
experiments, we also thoroughly investigate different aspects of Arabic
POS tagging including tag sets, prefix and suffix analyses which were not
examined in detail before. Our part-of-speech tagger achieves an accu-
racy of 95.57% on a standard tagset for Arabic. A detailed error analysis
is provided for a better evaluation of the system. We also applied the
same approach on different languages like Farsi and German to show the
language independent aspect of the approach. Accuracy rates on these
languages are also provided.

1 Introduction

The continous increase in the demand for processing Arabic faces many chal-
lenges. One important challenge at this point is the requirement to tag part-
of-speech (POS) information in a given Arabic text with high accuracy and
efficiently. Part-of-speech tagging is the task of classifying the words in a sen-
tence into a set of classes. Output of POS taggers has a widespread usage in many
Natural Language Processing (NLP) applications, such as Machine Translation
(MT) or Information Retrieval (IR). The efficiency and accuracy of the POS
tagger has usually a reasonable impact on the overall quality of the entire sys-
tem. There are many studies on Statistical Machine Translation (SMT) systems
that report gain in evaluation scores when a POS tagger is used [14,18,17,6].

POS tagging is the task of labeling words in an input sentence with part-of-
speech and additional linguistic information. The words in the input sentence
must be tokenized before the tagging process. There are two main approaches
to POS tagging: rule-based tagging and stochastic tagging. Rule based taggers

� This work was supported by Applications Technology, Inc. (Apptek).
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Abstract. With the increase in the number and size of computer learner
corpora in the field of Second Language Acquisition, there is a growing
need to automatically analyze the language produced by learners. How-
ever, the computational tools developed for natural language processing
are generally not considered as appropiate because they are designed to
treat native language. This paper analyzes the reliability of two part-
of-speech taggers on second language Spanish and investigates the most
frequent tagger errors and the impact of learner errors in the performance
of the taggers.

1 Introduction

An increasing number of learner corpora are being compiled in the field of Second
Language Acquisition. Such corpora, defined as electronic collections of spoken
or written texts produced by foreign or second language learners [1], require
linguistic annotation that enables the study of learner language in a systematic
way. However, most of the work on annotating learner texts has traditionally
focused on the (generally manual) annotation of errors [2], and little attention
has been given to the purely linguistic annotation, irrespectively of errors. With
the increase in the number and size of corpora, such annotation is becoming
even more necessary to study not only misuse of words but also other aspects of
learner language such as the under- and overuse of words and structures.

For these reasons, it is necessary to study how state-of-the-art natural lan-
guage processing tools such as part-of-speech (PoS) taggers can be (re)used in
the learner domain [3, 4]. The aim of this paper is to evaluate the performance
of two PoS taggers on second language Spanish and investigate what are the
most frequent tagger errors and how they are related to learner errors. For the
evaluation, we have tagged a sample of 5,000 words of learner language with
two Spanish PoS taggers. First, we have manually revised the PoS tags assigned
by them and second, we have manually annotated the sample with learner er-
ror information. Finally, we have extracted quantitative information about the
taggers and the learners’ performance.

The paper is organized as follows. Section 2 deals with the type of texts and
taggers used for the evaluation and makes a distinction between two types of
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Abstract. In this paper we introduce a new conjugating tool which gen-
erates and analyses both existing verbs and verb neologisms in Spanish.
This application of finite state transducers is based on novel linguis-
tically motivated morphological rules describing the verbal paradigm.
Given that these transducers are simpler than the ones created in previ-
ous developments and are easy to learn and remember, the method can
also be employed as a pedagogic tool in itself. A comparative evaluation
of the tool against other online conjugators demonstrates its efficacy.

1 Introduction

Although the literature about online Spanish conjugators is scarce, it does reveal
that some are fully memory based (DRAE)1 while others rely on finite state
morphological rules [17]2.

To the best of our knowledge, the goal of most of the work related to verbal
morphology was not the creation of an end-user tool such as a conjugator. How-
ever, both machine learning and rule-based approaches have been taken into
consideration when processing inflectional morphology. While instance based-
learning algorithms can induce efficient morphological patterns from large train-
ing data [2,1,5,13], approaches using finite state transducers [19,8,6] do enable
the implementation of robust morphological analyzer-generators which are suc-
cessful in handling concatenation phenomena [4].

The Onoma conjugator3 was implemented as a cascade of finite state transduc-
ers that implements a decision tree. The use of finite state transducers (FSTs)
� While developing this work the first author’s institution was Molino de Ideas s.a.
1 Conjugator from the Dictionary of the Royal Spanish Academy (DRAE). Available
at: http://buscon.rae.es/draeI/

2 The conjugator developed by Grupo de Estructuras de Datos y Lingǘıstica Com-
putacional (GEDLC) at the University of Las Palmas de Gran Canaria, which is
available at: www.gedlc.ulpgc.es/investigacion/scogeme02/flexver.htm

3 Developed and funded by Molino de Ideas. http://conjugador.onoma.es
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Abstract. Representation of word meaning has been a topic of consid-
erable debate within the field of computational linguistics, and partic-
ularly in the subfield of word sense disambiguation. While word senses
enumerated in manually produced inventories have been very useful as
a start point to research, we know that the inventory should be selected
for the purposes of the application. Unfortunately we have no clear un-
derstanding of how to determine the appropriateness of an inventory for
monolingual applications, or when the target language is unknown in
cross-lingual applications. In this paper we examine datasets which have
paraphrases or translations as alternative annotations of lexical mean-
ing on the same underlying corpus data. We demonstrate that overlap
in lexical paraphrases (substitutes) between two uses of the same lemma
correlates with overlap in translations. We compare the degree of overlap
with annotations of usage similarity on the same data and show that the
overlaps in paraphrases or translations also correlate with the similarity
judgements. This bodes well for using any of these methods to evaluate
unsupervised representations of lexical semantics. We do however find
that the relationship breaks down for some lemmas, but this behaviour
on a lemma by lemma basis itself correlates with low inter-tagger agree-
ment and higher proportions of mid-range points on a usage similarity
dataset. Lemmas which have many inter-related usages might potentially
be predicted from such data.

1 Introduction

Words mean different things in different contexts and if we want systems to
interpret and produce language as humans do then we need to build systems that
can handle this. Work in computational lexical semantics has been dominated
by work involving predefined inventories of senses, particularly in the subfield of
word sense disambiguation (wsd). The use of inventories such as WordNet [1]
have been a major catalyst for work in lexical semantics and certainly there
are good reasons why one might want to use such an inventory, for example to
exploit the other information contained therein. However, frequently inventories
are used because that is how the gold-standard data has been annotated, rather
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Abstract. Word sense induction (WSI) is the task aimed at automati-
cally identifying the senses of words in texts, without the need for hand-
crafted resources or annotated data. Up till now, most WSI algorithms
extract the different senses of a word ‘locally’ on a per-word basis, i.e. the
different senses for each word are determined separately. In this paper,
we compare the performance of such algorithms to an algorithm that
uses a ‘global’ approach, i.e. the different senses of a particular word
are determined by comparing them to, and demarcating them from, the
senses of other words in a full-blown word space model. We adopt the
evaluation framework proposed in the SemEval-2010 Word Sense Induc-
tion & Disambiguation task. All systems that participated in this task
use a local scheme for determining the different senses of a word. We
compare their results to the ones obtained by the global approach, and
discuss the advantages and weaknesses of both approaches.

1 Introduction

Word sense induction (WSI) methods automatically identify the senses of words
in texts, without the need for predefined resources or annotated data. These
methods offer an alternative to the use of expensive hand-crafted resources de-
veloped according to the ‘fixed list of senses’ paradigm, which present several
drawbacks for efficient semantic processing [1]. The assumption underlying unsu-
pervised WSI methods is the distributional hypothesis of meaning [2], according
to which words that occur in similar contexts tend to be similar. In distributional
semantic analysis, the co-occurrences of words in texts constitute the features
that serve to calculate their similarity. Following this approach, data-driven WSI
algorithms calculate the similarity of the contexts of polysemous target words
and group them into clusters. The resulting clusters describe the target word
senses.

The unsupervised algorithms used for WSI can be distinguished into local
and global. Local algorithms work on a per-word basis, determining the senses
for each word separately. Algorithms that use a global approach determine the
different senses of a particular word by comparing them to, and demarcating
them from, the senses of other words in a full-blown word space model.
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Abstract. Word sense disambiguation (WSD) and coreference resolution are two 
fundamental tasks for natural language processing. Unfortunately, they are 
seldom studied together. In this paper, we propose to incorporate the coreference 
resolution technique into a word sense disambiguation system for improving 
disambiguation precision. Our work is based on the existing instance knowledge 
network (IKN) based approach for WSD. With the help of coreference 
resolution, we are able to connect related candidate dependency graphs at the 
candidate level and similarly the related instance graph patterns at the instance 
level in IKN together. Consequently, the contexts which can be considered for 
WSD are expanded and precision for WSD is improved. Based on Senseval-3 
all-words task, we run extensive experiments by following the same 
experimental approach as the IKN based WSD. It turns out that each combined 
algorithm between the extended IKN WSD algorithm and one of the best five 
existing algorithms consistently outperforms the corresponding combined 
algorithm between the IKN WSD algorithm and the existing algorithm. 

Keywords: Word sense disambiguation, coreference resolution, natural language 
processing. 

1   Introduction 

Word sense disambiguation (WSD) is one of the core research topics of natural 
language processing for identifying which sense of a word is used in a sentence, when 
the word has multiple meanings. It remains as an open problem in natural language 
processing and has important applications in areas such as machine translation, 
knowledge acquisition, and information retrieval [1].  

Supervised WSD approaches provide the state of the art performances in 
benchmark evaluation [2]. Decadt et al. [3] proposed a memory-based approach 
which provides the best performance in senseval-3 all word tasks. Unsupervised WSD 
approaches were also proposed because manual supervision is a cost heavy task. 
Some WSD systems are built on lexical knowledge base [4-9]. Navigli [20] also 
proposed an integration of a knowledge-based system to improve supervised systems. 
They explore and calculate the semantic relationships between concepts in semantic 
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Abstract. Although dependency parsers have become increasingly pop-
ular, little work has been done on how to associate dependency structures
with deep semantic representations. In this paper, we propose a semantic
calculus for dependency structures which can be used to construct deep
semantic representations from joint syntactic and semantic dependency
structures similar to those used in the ConLL 2008 Shared Task.

Keywords: Dependency graphs, Deep Semantics, Graph Rewriting.

1 Introduction

Deep semantics have been developed for stochastic categorial parsers [1] and
for parsers based on phrase structure grammars [2, 3, 4]. Much less work has
been done, however, on combining dependency parsers with a a deep seman-
tics calculus. Although [5] sketches a syntax-semantics interface for dependency
grammar, the proposed approach requires a constraint-based, tightly interleaved
construction of dependency, predicate/argument and scoping structure which is
not easily adaptable to the output of contemporary dependency parsers. Simi-
larly, [6] presents a formalism for semantic construction from dependency struc-
tures. However, the approach incorrectly assumes that semantic dependencies
match syntactic dependencies and so fails to generalise (cf. Section 2).

In this paper, we present an approach for rewriting dependency graphs into
deep semantic representations that can be applied to joint syntactic and semantic
dependency structures similar to those used in the ConLL 2008 Shared Task. We
start by discussing a number of issues raised by dependency structures in relation
to semantic construction and by motivating the choices underlying our approach
(Section 2). We then present our proposal (Section 3).

2 Motivations

In essence, a dependency structure consists of nodes labelled with lexical items
(and optionally, parts-or-speech) and linked by binary asymetric relations called
dependencies. Figure 5 illustrates this with the plain (non bold) nodes and edges
forming a possible dependency graph for the sentence “John seems to love Mary”.
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Abstract. The Explicit Semantic Analysis (ESA) model based on term
cooccurrences in Wikipedia has been regarded as state-of-the-art seman-
tic relatedness measure in the recent years. We provide an analysis of the
important parameters of ESA using datasets in five different languages.
Additionally, we propose the use of ESA with multiple lexical seman-
tic resources thus exploiting multiple evidence of term cooccurrence to
improve over the Wikipedia-based measure. Exploiting the improved ro-
bustness and coverage of the proposed combination, we report improved
performance over single resources in word semantic relatedness, solving
word choice problems, classification of semantic relations between nom-
inals, and text similarity.

1 Introduction

Semantic relatedness (SR) aims at measuring how related the meaning, i.e. the
semantic content of two words is. Computing the SR of words finds applications
in many classical Natural Language Processing (NLP) problems like Word Sense
Disambiguation [24], Information Retrieval [29,22], Cross-Language Information
Retrieval [5], Text Categorization [10], Information Extraction [26], Coreference
Resolution [27], or Spelling Error Detection [3].

Most of the SR measures proposed in the past have two limitations. First,
they only exploit the implicit knowledge encoded in a single structured knowl-
edge source like WordNet or Wikipedia, or a large text collection like the World
Wide Web, but do not exploit the complementary knowledge in multiple re-
sources through combination. Second, most measures are designed to compute
relatedness between words, not between longer text segments. However, SR has
important applications both on the word level (Word Sense Disambiguation,
Spelling Error Correction), and on the text level (Information Retrieval, Text
Categorization). Therefore, in this paper, we address the combination of the
knowledge encoded in heterogeneous, independent knowledge resources to obtain
better and more robust performance paying attention to direct applicability to
word pairs and pairs of texts alike.
� On leave from Research Group on Artificial Intelligence of the Hungarian Academy
of Sciences.
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Abstract. Text segmentation is a fundamental problem in natural lan-
guage processing, which has application in information retrieval, question
answering, and text summarization. Almost previous works on unsuper-
vised text segmentation are based on the assumption of lexical cohesion,
which is indicated by relations between words in the two units of text.
However, they only take into account the reiteration, which is a category
of lexical cohesion, such as word repetition, synonym or superordinate.
In this research, we investigate the non-systematic semantic relation,
which is classified as collocation in lexical cohesion. This relation holds
between two words or phrases in a discourse when they pertain to a
particular theme or topic. This relation has been recognized via a topic
model, which is, in turn, acquired from a large collection of texts. The
experimental results on the public dataset show the advantages of our
approach in comparison to the available unsupervised approaches.

Keywords: text segmentation, lexical cohesion, topic modeling.

1 Introduction

Text segmentation is one of the fundamental problems in natural language pro-
cessing with applications in information retrieval, text summarization, informa-
tion extraction, etc. [15]. It is a process of splitting a document or a continuous
stream of text into topically coherent segments. Text segmentation methods
can be divided into two categories, by the structure of the output that is lin-
ear segmentation [4,7,11,14,16,22,24] and hierarchical segmentation [20], or by
the algorithms that are unsupervised segmentation or supervised segmentation.
In this research, we focus on the unsupervised-linear text segmentation method.
The main advantage of unsupervised approach is that it does not require labeled
data and is domain independent.

Almost unsupervised text segmentation methods are based on the assumption
of cohesion [10], which is a device for making connections between parts of the
text. Cohesion is achieved through the use of reference, substitution, ellipsis,
conjunction, and lexical cohesion. The most frequent type is lexical cohesion,
which is created by using semantically related words. Halliday and Hasan, in
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Abstract. We present our work on automatic identification of cause-effect 
relations in a given Tamil text. Based on the analysis of causal constructions in 
Tamil, we identified a set of causal markers for Tamil and arrived at certain 
features used to develop our language model. We manually annotated a Tamil 
corpus of 8648 sentences for cause-effect relations. With this corpus, we 
developed the model for identifying causal relations using the machine learning 
technique, Conditional Random Fields (CRFs). We performed experiments and 
the results are encouraging. We performed an error analysis of the results and 
found that the errors can be attributed to some very interesting structural 
interdependencies between closely occurring causal relations. After comparing 
these structures in Tamil and English, we claim that at discourse level, the 
complexity of structural interdependencies between causal relations is more 
complex in Tamil than in English due to the free word order nature of Tamil.  

Keywords: Cause and Effect; CRFs, Tamil; discourse; structural interdependency; 
machine learning. 

1   Introduction 

The analysis and modeling of discourse structure has been an important area of 
linguistic research in recent times and it is indeed crucial for building efficient Natural 
language processing (NLP) applications. The automatic identification and extraction 
of discourse relations can improve the performance of NLP applications like Question 
Answering and Information Extraction. One such discourse relation, the causal 
relation is the focus of this paper.  

Extractions of Causal relations in English [3, 4] and in other languages like Thai 
[11] have been attempted by researchers from the Data mining or Knowledge 
Acquisition perspective. Some researchers [9] have focused on recognition of 
discourse relations using cue phrases or detection of implicit discourse relations, but 
not extraction of arguments.  Others [2, 18] have tried identification of the arguments 
of all discourse connectives in the PDTB.  

Our work aims at extraction of causal relations from a text comprehension 
perspective i.e., we’re interested in what is expressed in text rather than what is a 
causal relation in the real world. Our objective is to identify causal markers and the 
text spans of their two arguments. Our work is closer to [2] and [18] in identification 
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Abstract. It is widely accepted that in a text, sentences and clauses
cannot be understood in isolation but in relation with each other through
discourse relations that may or may not be explicitly marked. Discourse
relations have been found useful in many applications such as machine
translation, text summarization, and question answering; however, they
are often not considered in computational language applications because
domain and genre independent robust discourse parsers are very few.
In this paper, we analyze existing approaches to identify five discourse
relations automatically (namely, comparison, contingency, illustration,
attribution, and topic-opinion), and propose a new approach to identify
attributive relations. We evaluate the accuracy of each approach with re-
spect to the discourse relations it can identify and compare it to a human
gold standard. The evaluation results show that the state of the art sys-
tems are rather effective at identifying most of the relations considered,
but other relations such as attribution are still not identified with high
accuracy.

1 Introduction

It is widely accepted that sentences and clauses in a text cannot be understood
in isolation but in relation with each other. A text is not a linear combination
of clauses but a hierarchial organized group of clauses placed together based
on informational and interactional relations to one another. For example, in
the sentence “If you want the full Vista experience, you’ll want a heavy system
and graphics hardware, and lots of memory”, the first and second clauses do
not bear much meaning independently; they become more meaningful when we
realize that they are related through the discourse relation condition.

In a discourse, different kinds of relations such as contrast, causality, elab-
oration may be expressed. The use of such discourse structures modelled by
rhetorical predicates (described in section 2) have been found useful in many
applications such as document summarization and question answering ([9, 7]).
For example, [9] showed that rhetorical predicates can be used to select the con-
tent and generate coherent text in question answering with the help of schemata.
Recently, [10] has demonstrated that rhetorical predicates can be useful in blog
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Abstract. The corpora available for training discourse relation classi-
fiers are annotated using a general set of discourse relations. However,
for certain applications, custom discourse relations are required. Creat-
ing a new annotated corpus with a new relation taxonomy is a time-
consuming and costly process. We address this problem by proposing
a semi-supervised approach to discourse relation classification based on
Structural Learning. First, we solve a set of auxiliary classification prob-
lems using unlabeled data. Second, the learned classifiers are used to
extend feature vectors to train a discourse relation classifier. By defin-
ing a relevant set of auxiliary classification problems, we show that the
proposed method brings improvement of at least 50% in accuracy and
F-score on the RST Discourse Treebank and Penn Discourse Treebank,
when small training sets of ca. 1000 training instances are employed.
This is an attractive perspective for training discourse relation classifiers
on domains where little amount of labeled training data is available.

1 Introduction

Detecting the discourse relations underlying the different units of a text is cru-
cial for several NLP applications, such as text summarization [1] or dialogue
generation [2]. To date, only three major annotated corpora are available, the
RST Discourse Treebank (RSTDT) [3], the Discourse Graphbank [4], and the
Penn Discourse Treebank (PDTB) [5]. The RSTDT is based on the Rhetorical
Structure Theory framework (RST) [6], and annotation is done using a set of
78 fine-grained discourse relations, usually grouped by researchers into a set of
18 more general relations [3]. In the Discourse GraphBank, annotation is done
using a set of 11 discourse relations. Finally, in the PDTB, annotation is done in
a hierarchical fashion, with 4 relations at the highest-level, and 20 at the most
detailed level.

However, in some applications, we must extract discourse relations that are
different from the ones defined in above-mentioned discourse theories. In [7]
for instance, it is shown that the use of a RST discourse parser improves the
detection of relevant information in clinical guidelines. Notably, certain RST dis-
course relations such as Temporal or Consequence are useful in the context
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Abstract. This paper presents a new analysis of the discourse functions
of Japanese particles wa and ga. Such functions are integrated with infor-
mation structures into the constraint-based grammar under the HPSG
framework. We examine the distribution of these particles and demon-
strate how the thematic-rhematic dichotomy of the constituent can be
determined by the informational status of one or more of its daughter
constituents through various linguistic constraints. We show that the
relation between syntactic constituency and information structure of a
sentence is not a one-to-one mapping as a purely syntax-based anal-
ysis assumes, and then propose the multi-dimensional grammar which
expresses mutual constraints on the thematic-rhematic interpretation,
syntax and phonology.

1 Introduction

Information Structure (IS) plays a crucial role for ensuring coherence in dis-
course. In many languages, intonation is the primary means of conveying IS.
The mini-dialogue in (1), where bold face corresponds to the so called B-accent
(L+H∗) and small capitals indicate the word bearing the so called A-accent
(H∗), illustrates the connection between IS and accent in English.

(1) Speaker Q: So tell me about the people in the White House.
Anything I should know?

Speaker A1 : Yes. [θ The president] [ρ hates the Delft china set].
Don’t use it. (Engdahl and Vallduv́ı [1]:5, ex.3, Modified.)

The information conveyed by a sentence is split into new information rheme (ρ
focus) and information already present in the discourse theme (θ, topic).

It has been observed that languages adopt different means to encode their IS:
English employs prosody, Catalan relies on word order, and Greek uses both. In
addition to those means, Japanese utilizes morphology.

(2) Speaker A2 : [θ Daitooryoo-wa]
president-θ

[ρ maisen-no
Meissen-gen

syokki-ga okonomi desu].
china.set-nom like

‘The president likes the Meissen china set.’

In (2) theme and rheme are identified by the particles, wa and ga, respectively.
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Abstract. We apply a network model of lexical alignment, called Two-
Level Time-Aligned Network Series, to natural route direction dialogue
data. The model accounts for the structural similarity of interlocutors’
dialogue lexica. As classification criterion the directions are divided into
effective and ineffective ones. We found that effective direction dialogues
can be separated from ineffective ones with a hit ratio of 96% with re-
gard to the structure of the corresponding dialogue lexica. This value is
achieved when taking into account just nouns. This hit ratio decreases
slightly as soon as other parts of speech are also considered. Thus, this
paper provides a machine learning framework for telling apart effective
dialogues from insufficient ones. It also implements first steps in more
fine-grained alignment studies: we found a difference in the efficiency
contribution between (the interaction of) lemmata of different parts of
speech.

1 Motivation

According to the Interactive Alignment Model [1, IAM ], mental representations
of dialogue partners on all linguistic levels become more and more similar, i.e.
aligned, during their communicative interaction. Since the linguistic levels – pho-
netic, lexical, syntactic, semantic, situation model – are interconnected, align-
ment propagates through these levels. Via this spreading of alignment, global
alignment, that is, alignment of situation models, can be a result of local align-
ment on lower levels. Thus, the IAM provides an account to the ease and ef-
ficiency of dialogical communication beyond explicit negotiation. Part of the
efficiency of communication is the fulfillment of the dialogue task or purpose.
Consequently, we would expect that more aligned dialogues are more successful
– a proposition we make productive below.

The central mechanism that is acknowledged within the IAM is priming.1

Priming is typically understood and modeled as spreading activation in neural
networks. Two varieties of activation have to be distinguished:
1 But see [2] for an argument that priming cannot be the process that implements
alignment.
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Abstract. We propose a new rule-based system for phrase-level polarity
analysis and show how it benefits from empirically validating its polarity
composition through surveys with human subjects. The system’s two-
layer architecture and its underlying structure, i.e. its composition model,
are presented. Two functions for polarity aggregation are introduced that
operate on newly defined semantic categories. These categories detach a
word’s syntactic from its semantic behavior. An experimental setup is de-
scribed that we use to carry out a thorough evaluation. It incorporates
a newly created German-language data set that is made freely and pub-
licly available. This data set contains polarity annotations at word-level,
phrase-level and sentence-level and facilitates comparability between dif-
ferent studies and reproducibility of our results.

1 Introduction

With the advancing integration of the Internet into our everyday life, the amount
of user generated content grows rapidly. People blog about their experiences, dis-
cuss in fora, author product reviews or twitter short messages. They do not stick
to certain topics but write about everything of interest, e.g. holidays or recent
purchases. In “Web 2.0”, people express their opinion directly and frankly with-
out being asked to do so and hence, this content has an immeasurable value for
market research. While for marketing purposes, sentence- or even document-level
analysis may suffice, a more fine-grained analysis is essential for deeper investi-
gations established in business environments (e.g. quality assurance, competition
analysis).

Whereas most approaches to sentiment analysis focus on two- or three-way
classification of words (cf. [1]), sentences (cf. [2,3]) or complete documents (cf.
[4]), with both rule-based or machine learning techniques, they all make a general
assumption: each sentence or document deals with exactly one topic. This should
be true for most product reviews, but within fora discussions or blog entries,
people often address multiple topics. Typical sentences like Ich mag X, aber Y
sieht komisch aus. (I like X, but Y looks strange.) contain more than one topic.
Thus, in order to perform a thorough and fine-grained analysis, one has to delve
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Abstract. In sentiment analysis, identifying features associated with an
opinion can help produce a finer-grained understanding of online reviews.
The vast majority of existing approaches focus on explicit feature iden-
tification, few attempts have been made to identify implicit features in
reviews. In this paper, we propose a novel two-phase co-occurrence asso-
ciation rule mining approach to identifying implicit features. Specifically,
in the first phase of rule generation, for each opinion word occurring in an
explicit sentence in the corpus, we mine a significant set of association
rules of the form [opinion-word, explicit-feature] from a co-occurrence
matrix. In the second phase of rule application, we first cluster the rule
consequents (explicit features) to generate more robust rules for each
opinion word mentioned above. Given a new opinion word with no ex-
plicit feature, we then search a matched list of robust rules, among which
the rule having the feature cluster with the highest frequency weight is
fired, and accordingly, we assign the representative word of the cluster as
the final identified implicit feature. Experimental results show consider-
able improvements of our approach over other related methods including
baseline dictionary lookups, statistical semantic association models, and
bi-bipartite reinforcement clustering.

Keywords: opinion mining, opinion word, implicit feature, co-occurrence,
association rule.

1 Introduction

With the rapid development of the Internet, a large amount of subjective user-
generated content is available in online forums, blogs, and shopping websites.
The task of subjectivity classification is to recognize opinionated sentences or
documents apart from the text segments that show objective information [1–5].
Meanwhile, the task of sentiment identification primarily deals with classifying
sentiment orientations expressed in text [6–9]. Document-level sentiment analy-
sis, or opinion mining, can classify the overall subjectivity or sentiment orienta-
tion expressed in the review content, but fails to infer the sentiment associated
with individual features. This problem also happens, though to a lesser extent,
in the sentence-level sentiment analysis, as shown in the following cell phone
review example:
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Abstract. Currently, we can find a lot of weblogs written by young
people. In the weblogs, they tend to describe their undiluted emotions
or opinions. To analyze the emotions of young people and what causes
those emotions, our study focuses on the specific Japanese language used
among young people, which is called Wakamono Kotoba. The proposed
method classifies Wakamono Kotoba into emotion categories based on su-
perficial information and the descriptive texts of the words. Specifically,
the method uses literal information used for Wakamono Kotoba, such as
Katakana, Hiragana, and Kanji, etc., stroke count, and the difficulty level
of the Kanji as features. Then we classified Wakamono Kotoba into emo-
tion categories according to the superficial similarity between the word
and the Wakamono Kotoba registered in the dictionary with an annota-
tion of its emotional strength level. We also proposed another method
to classify Wakamono Kotoba into emotion categories by using the co-
occurrence relation between the words included in the descriptive text of
the Wakamono Kotoba and the emotion words included in the existing
emotion word dictionary. We constructed the Wakamono Kotoba emo-
tion dictionary based on these two methods. Finally, the applications of
the Wakamono Kotoba emotion dictionary are discussed.

Keywords: Wakamono kotoba, emotion dictionary, emotion corpus.

1 Introduction

Currently, a variety of languages are used to convey text information on the
Internet. Internet terminology is an example and it is usually used only on the
Internet. Another example is Wakamono Kotoba, a Japanese language used by
the younger generation ranging from teenagers to those in their late 20’s. They
are also frequently used on the Internet. Without processing Wakamono Kotoba
correctly, it would be difficult to extract the living opinions of younger people
from the information on the Web. To precisely recognize Wakamono Kotoba in
a sentence, it is necessary to register these words in the dictionary. However, the
process is not efficient.

Therefore, technology to automatically recognize unknown Wakamono Kotoba
words from a sentence and to analyze such words semantically would be useful.
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Abstract. In recent years, extraction of temporal relations for events that 
express sentiments has drawn great attention of the Natural Language 
Processing (NLP) research communities. In this work, we propose a method 
that involves the association and contribution of sentiments in determining the 
event-event relations from texts. Firstly, we employ a machine learning 
approach based on Conditional Random Field (CRF) for solving the problem of 
Task C (identification of event-event relations) of TempEval-2007 within 
TimeML framework by considering sentiment as a feature of an event. 
Incorporating sentiment property, our system achieves the performance that is 
better than all the participated state-of-the-art systems of TempEval 2007. 
Evaluation results on the Task C test set yield the F-score values of 57.2% 
under the strict evaluation scheme and 58.6% under the relaxed evaluation 
scheme. The positive or negative coarse grained sentiments as well as the 
Ekman’s six basic universal emotions (or, fine grained sentiments) are assigned 
to the events. Thereafter, we analyze the temporal relations between events in 
order to track the sentiment events. Representation of the temporal relations in a 
graph format shows the shallow visual realization path for tracking the 
sentiments over events. Manual evaluation of temporal relations of sentiment 
events identified in 20 documents sounds satisfactory from the purview of 
event-sentiment tracking.  

Keywords: Temporal Relations, CRF, TempEval-2007, TimeML, Sentiment Event, 
Visual Tracking. 

1   Introduction 

The kinds of states which change and thus might need to be located in time are 
referred as events in the present context. The event entities are represented by finite 
clauses, nonfinite clauses, nominalizations, event-referring nouns, adjectives and even 
some kinds of adverbial clauses. In general, the events are described in different 
newspaper texts, stories and other important documents where occurrence time of 
events, temporal location and ordering of the events are specified. Several earlier 
methods have been proposed for detecting and tracking events from text archives [1].  
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Abstract. Statistical language models based on n-gram counts have
been shown to successfully replace grammar rules in standard 2-stage (or
‘generate-and-select’) Natural Language Generation (NLG). In highly-
inflected languages, however, the amount of training data required to
cope with n-gram sparseness may be simply unobtainable, and the bene-
fits of a statistical approach become less obvious. In this work we address
the issue of text generation in a highly-inflected language by making use
of factored language models (FLM) that take morphological information
into account. We present a number of experiments involving the use of
simple FLMs applied to various surface realisation tasks, showing that
FLMs may implement 2-stage generation with results that are far supe-
rior to standard n-gram models alone.

Keywords: Text Generation, Surface Realisation, Language Modelling.

1 Introduction

In Natural Language Generation (NLG) systems, surface realisation can be
viewed as the task that takes as an input a set of features representing a sen-
tence specification (or what to say), and produces the corresponding output
string (how to say it) [1]. In the case of symbolic generation, the input to surface
realisation will normally have to be provided in a high level of detail, making
the surface realisation module1 difficult to adapt to applications that are not
linguistically-motivated by design.

By contrast, with the more recent use of statistical methods in NLG, the is-
sue of input specification to surface realisation has become in many ways more
manageable. Standard 2-stage (or ‘generate-and-select’) architectures as in [3]2

complement an underspecified input by overgenerating a large number of alter-
native realisations (often including ungrammatical sentences) and selecting the
most likely output according to a statistical language model.

Language models may however suffer from data sparseness, and statistical
NLG relies heavily on large corpora as training data. Early work in the field [3]
1 See [2] for details on a typical NLG architecture.
2 Given the limited availability of NLP resources for our target language, in this paper

we do not discuss state-of-art grammar acquisition approaches such as [4].
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Abstract. In this paper, we propose a machine learning based approach
for ordering adjectival premodifiers of a noun phrase (NP) in Bengali.
We propose a novel method to learn the pairwise orders of the modifiers.
Using the learned pairwise orders, longer sequences of pronominal modi-
fiers are ordered following a graph based method. The proposed modifier
ordering approach is compared with an existing approach using our own
dataset. We have achieved approximately 4% increment in the F-measure
with our approach indicating an overall improvement. The modifier or-
dering approach proposed here can be implemented in a Bengali text
generation system resulting in more fluent and natural output.

1 Introduction

Natural Language Generation (NLG) systems should produce text which is
meaning-preserving and fluent. Ordering prenominal modifiers is an important
task in text generation, because wrongly ordered modifiers in NPs affect the
meaning and fluency of the generated text. In English, prenominal modifiers
can occur almost in any order, depending on the context. Some orders are more
marked than the others, but strictly speaking none are ungrammatical. For ex-
ample, for the NP in (1), (1a) is more fluent than the other two orders.

1. (a) charming young blond lady
(b) * blond young charming lady1

(c) * blond charming young lady

Though there exists some consensus that the prenominal modifier ordering is
partly governed by the semantic constraints, but the exact semantic constraints
are not known. Few early studies [1,2] manually analyzed small corpora, based
on which they placed the modifiers in broad semantic classes. They defined rules
to impose order among the modifier classes. The modifiers were ordered ac-
cording to the order of the classes to which they belong. The recent works on
� Prof. Anupam Basu is the Director (Hon.) of Society for Natural Language Technol-

ogy Research (SNLTR), Kolkata, West Bengal, India.
1 The ‘*’ marked NPs are not fluent.
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Abstract. It is very likely that, at least once in their lifetime, everyone has an-
swered a multiple-choice test. Multiple-choice tests are considered an effective
technique for knowledge assessment, requiring a short response time and with
the possibility of covering a broad set of topics. Nevertheless, when it comes to
their creation, it can be a time-consuming and labour-intensive task. Here, the
generation of multiple-choice tests aided by computer can reduce these draw-
backs: to the human assessor is attributed the final task of approving or rejecting
the generated test items, depending on their quality.

In this paper we present THE-MENTOR, a system that employs a fully auto-
matic approach to generate multiple-choice tests. In a first offline step, a set of
lexico-syntactic patterns are bootstrapped by using several question/answer seed
pairs and leveraging the redundancy of the Web. Afterwards, in an online step, the
patterns are used to select sentences in a text document from which answers can
be extracted and the respective questions built. In the end, several filters are ap-
plied to discard low quality items and distractors are named entities that comply
with the question category, extracted from the same text.

1 Introduction

Multiple-choice tests are an effective technique for knowledge assessment, requiring a
short response time and with the possibility of covering a broad set of topics. Typically,
these tests consist in a number of test items, each composed by two parts: a question
and a group of suggested answers. Respondents are supposed to identify the correct
answer among the incorrect ones (called distractors). The following is an example of a
multiple-choice test item with one correct answer and two distractors:

Q. “What is the largest ocean?”

1. Atlantic (distractor)
2. Pacific (correct answer)
3. Indian (distractor)

The manual creation of multiple-choice test items is a time consuming trial and er-
ror process; in this context, computer aided multiple-choice tests generation can help
reducing the amount of time allocated to this task.
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Abstract. In this paper we describe an interlingua translation system from Italian
to Italian Sign Language. The main components of this systems are a broad cov-
erage dependency parser, an ontology based semantic interpreter and a grammar-
based generator: we provide the description of the main features of these
components.

1 Introduction

In this paper we describe some features of a system designed to translate from Italian
to Italian Sign Language (henceforth LIS). Many approaches have been proposed for
automatic translation, which require different kinds of linguistic analysis. For instance,
the direct translation paradigm requires just morphological analysis of the source sen-
tence, while the transfer translation paradigm requires syntactic (and sometimes seman-
tic) analysis too [1]. In contrast, our architecture adheres to the interlingua translation
paradigm, i.e. it performs a deep linguistic processing in each phase of the translation,
i.e. (1) deep syntactic analysis of the Italian source sentence, (2) semantic interpreta-
tion, and (3) generation in LIS of the target LIS sentence. These three phases form a
pipeline of processing: the syntactic tree produced in the first phase is the input for the
second phase, i.e semantic interpretation; similarly, the semantic structure produced in
the second phase is the input of the third phase, i.e. generation. In order to work prop-
erly, Interlingua pipeline requires good performances in each phase of the translation.
Moreover, since the semantic interpretation in crucially related to the world knowledge,
the state-of-the-art computational linguistic techniques allow the interlingua approach
to work only on limited domain [1]. In our work, we concentrate on the classical domain
of weather forecasts.

A challenging requirement of our project is related to the target language, the LIS,
that does not have a natural written form (which is typical of the signed languages). In
our project we developed an artificial written form for LIS: this written form encodes
the main morphological features of the signs as well as a number of non-manual fea-
tures, as the gaze or the tilt of the head. Anyway, for sake of clarity in this paper we
report a LIS sentence just as a sequence of GLOSSAS, that is the sequence of the names1

of the signs, without any extra-lexical feature.

1 A name for a sign is just a code necessary to represent the sign. As it is customary in the sign
languages literature, we use names for the signs that are related to their rough translation into
another language, Italian in our work.
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Abstract. Generalizations of sentence-pairs in Example-based Machine Transla-
tion (EBMT) have been shown to increase coverage and translation quality in the
past. These template-based approaches (G-EBMT) find common patterns in the
bilingual corpus to generate generalized templates. In the past, patterns in the cor-
pus were found by only few of the following ways: finding similar or dissimilar
portions of text in groups of sentence-pairs, finding semantically similar words,
or use dictionaries and parsers to find syntactic correspondences. This paper com-
bines all the three aspects for generating templates. In this paper, the boundaries
for aligning and extracting members (phrase-pairs) for clustering are found using
chunkers (hence, syntactic information) trained independently on the two lan-
guages under consideration. Then semantically related phrase-pairs are grouped
based on the contexts in which they appear. Templates are then constructed by re-
placing these clustered phrase-pairs by their class labels. We also perform a filtra-
tion step by simulating human labelers to obtain only those phrase-pairs that have
high correspondences between the source and the target phrases that make up the
phrase-pairs. Templates with English-Chinese and English-French language pairs
gave significant improvements over a baseline with no templates.

Keywords: Generalized Example-based Machine Translation (G-EBMT), Tem-
plate Induction, Unsupervised Clustering, data sparsity.

1 Introduction

Templates are generalizations of sentence-pairs formed by replacing sequences of
words by variables. Like other data-driven MT approaches such as Statistical MT
(SMT), EBMT also requires large amounts of data to perform well. Generalization was
introduced in EBMT to increase coverage and improve quality in data-sparse conditions
[12,4]. If the following sentence-pair (SP: source and its corresponding target sentence)
is present in the bilingual training corpus and equivalence classes C1 and C2 are among
the clusters available (either obtained automatically or from a bilingual speaker),
(SP) source sentence:flood prevention and development plans must

also be drawn up for the major river basins

target sentence: � � �� � � �� �� � �� �� ��

C1:

flood prevention and development plans ↔ �� � �� �� ��

action plans ↔ � ��

emergency plans ↔ �� ��
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Abstract. This paper presents a multi-view approach for term transla-
tion spotting, based on a bilingual lexicon and comparable corpora. We
propose to study different levels of representation for a term: the con-
text, the theme and the orthography. These three approaches are studied
individually and combined in order to rank translation candidates. We
focus our task on French-English medical terms. Experiments show a
significant improvement of the classical context-based approach, with a
F-score of 40.3 % for the first ranked translation candidates.

Keywords: Multilingualism, Comparable Corpora, Topic Model.

1 Introduction

Bilingual term spotting is a popular task which can be used for bilingual lexi-
con construction. This kind of resource is particularly useful in many Natural
Language Processing (NLP) tasks, for example in cross-lingual information re-
trieval or Statistical Machine Translation (SMT). Some works in the literature
are based on the use of bilingual parallel texts, which are often used in SMT
for building translation tables [1,2]. However, the lack of parallel texts is still an
issue, and the NLP community tends to use a forthcoming bilingual resource in
order to build bilingual lexicons: bilingual comparable corpora.

One of the main approaches using non-parallel corpora is based on the as-
sumption that a term and its translation share context similarities. It can be
seen as a co-occurrence or a context-vector model, which depends on the lexical
environment of terms [3,4]. This approach stands on the use of a bilingual lexi-
con, also known as bilingual seed-words. These words are used as anchor points
in the source and the target language. This representation of the environment of
a term has to be invariant from a language to another in order to spot correct
translations. The efficiency of this approach depends on context-vectors accu-
racy. Authors have studied different measures between terms, variations on the
context size, and similarity metrics between context-vectors [5,6,7].

In addition to context information, heuristics are often used to improve the
general accuracy of the context-vector approach, like orthographic similarities
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Abstract. The wide use of abbreviations in modern texts poses interesting 
challenges and opportunities in the field of NLP. In addition to their dynamic 
nature, abbreviations are highly polysemous with respect to regular words. 
Technologies that exhibit some level of language understanding may be 
adversely impacted by the presence of abbreviations. This paper addresses two 
related problems: (1) expansion of abbreviations given a context, and (2) 
translation of sentences with abbreviations. First, an efficient retrieval-based 
method for English abbreviation expansion is presented. Then, a hybrid system 
is used to pick among simple abbreviation-translation methods. The hybrid 
system achieves an improvement of 1.48 BLEU points over the baseline MT 
system, using sentences that contain abbreviations as a test set.   

Keywords: statistical machine translation, word sense disambiguation, 
abbreviations. 

1   Introduction 

Abbreviations are widely used in modern texts of several languages, especially 
English. In a recent dump of English Wikipedia,2 articles contain an average of 9.7 
abbreviations per article, and more than 63% of the articles contain at least one 
abbreviation. At sentence level, over 27% of sentences, from news articles, were 
found to contain abbreviations. The ubiquitous use of abbreviations is worth some 
attention. Abbreviations can be acronyms, such as NASA, which are pronounced as 
words, or initialisms, such BBC, which are pronounced as a sequence of letters. 

Often abbreviations have multiple common expansions, only one of which is valid 
for a particular context. For example, Wikipedia lists 17 and 15 valid expansions for 
IRA and IRS respectively. However, in the sentence: “The bank reported to the IRS 
all withheld taxes for IRA accounts.” IRA conclusively refers to “individual 
retirement account” and IRS refers to “internal revenue service”. Zahariev (2004) 
states that 47.97% of abbreviations have multiple expansions (at WWWAAS3) 
                                                           
1

 Author was an intern at Microsoft and is currently working at the IBM Technology 
Development Center in Cairo. 

2 http://dumps.wikimedia.org/enwiki/20100312/ 
3 World-Wide Web Acronym and Abbreviation Server  
http://acronyms.silmaril.ie/  
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Abstract. This paper proposes an unsupervised word segmentation al-
gorithm that identifies word boundaries in continuous source language
text in order to improve the translation quality of statistical machine
translation (SMT) approaches for the translation of local dialects by ex-
ploiting linguistic information of the standard language. The method it-
eratively learns multiple segmentation schemes that are consistent with
(1) the standard dialect segmentations and (2) the phrasal segmenta-
tions of an SMT system trained on the resegmented bitext of the local
dialect. In a second step multiple segmentation schemes are integrated
into a single SMT system by characterizing the source language side
and merging identical translation pairs of differently segmented SMT
models. Experimental results translating three Japanese local dialects
(Kumamoto, Kyoto, Osaka) into three Indo-European languages (En-
glish, German, Russian) revealed that the proposed system outperforms
SMT engines trained on character-based as well as standard dialect seg-
mentation schemes for the majority of the investigated translation tasks
and automatic evaluation metrics.

1 Introduction

Spoken languages distinguish regional speech patterns, the so-called dialects:
a variety of a language that is characteristic of a particular group of the lan-
guage’s speakers. A standard dialect (or standard language) is a dialect that is
recognized as the ”correct” spoken and written form of the language. Dialects
typically differ in terms of morphology, vocabulary and pronunciation. Various
methods have been proposed to measure the relatedness between dialects us-
ing phonetic distance measures [1], string distance algorithms [2,3], or statistical
models [4]. Concerning data-driven natural language processing (NLP) appli-
cations, research on dialect processing focuses on the analysis and generation
of dialect morphology [5], parsing of dialect transcriptions [6], spoken dialect
identification [7], and machine translation [8,9,10].

For most of the above applications, explicit knowledge about the relation
between the standard dialect and the local dialect is used to create local dialect
language resources. In terms of morphology, certain lemmata of word forms are
shared between different dialects where the usage and order of inflectional affixes
might change. The creation of rules that map between dialectic variations can
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Abstract. Parallel corpora are one of the key resources in natural language 
processing. In spite of their importance in many multi-lingual applications, no 
large-scale English-Persian corpus has been made available so far, given the 
difficulties in its creation and the intensive labors required. In this paper, the 
construction process of Tehran English-Persian parallel corpus (TEP) using 
movie subtitles, together with some of the difficulties we experienced during 
data extraction and sentence alignment are addressed. To the best of our 
knowledge, TEP has been the first freely released large-scale (in order of 
million words) English-Persian parallel corpus. 

1   Parallel Corpora 

Text corpus is a structured electronic source of data to be analyzed for natural 
language processing applications. A corpus may contain texts in a single language 
(monolingual corpus) or in multiple languages (multilingual corpus). Corpora are the 
main resources in corpus linguistics to study the language as expressed in samples or 
real world text. Parallel corpora are specially formatted multilingual corpora whose 
contents are aligned side-by-side in order to be used for comparison purpose. 

While there are various resources such as newswires, books and websites that can 
be used to construct monolingual corpora, parallel corpora need more specific types 
of multilingual resources which are comparatively more difficult to obtain. As a 
result, large-scale parallel corpora are rarely available especially for lesser studied 
languages like Persian. 

1.1   Properties of Parallel Corpora 

Parallel corpora possess some properties that should be taken into account in their 
development [1]. The first feature is the structural distance between the text pair 
which indicates whether the translation is literal or free. Literal and free translations 
are two basic skills of human translation. A literal translation (also known as word-
for-word translation) is a translation that closely follows the form of source language. 
It is admitted in the machine translation community that the training data of literal 
type better suits statistical machine translation (SMT) systems at their present level of 
intelligence [2]. 
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Abstract. Existing dictionaries may be effectively enlarged by finding
the translations of single words, using comparable corpora. The idea is
based on the assumption that similar words have similar contexts across
multiple languages. However, previous research suggests the use of a sim-
ple bag-of-words model to capture the lexical context, or assumes that
sufficient context information can be captured by the successor and pre-
decessor of the dependency tree. While the latter may be sufficient for
a close language-pair, we observed that the method is insufficient if the
languages differ significantly, as is the case for Japanese and English.
Given a query word, our proposed method uses a statistical model to
extract relevant words, which tend to co-occur in the same sentence; ad-
ditionally our proposed method uses three statistical models to extract
relevant predecessors, successors and siblings in the dependency tree.
We then combine the information gained from the four statistical mod-
els, and compare this lexical-dependency information across English and
Japanese to identify likely translation candidates. Experiments based on
openly accessible comparable corpora verify that our proposed method
can increase Top 1 accuracy statistically significantly by around 13 per-
cent points to 53%, and Top 20 accuracy to 91%.

1 Introduction

Even for resource rich languages like Japanese and English, where there are
comprehensive dictionaries already available, it is necessary to constantly up-
date those existing dictionaries to include translations of new words. As such,
it is helpful to assist human translators by automatically extracting plausible
translation candidates from comparable corpora. The term comparable corpora
refers to a pair of non-parallel corpora written in different languages, but which
are roughly about a similar topic. The advantage of using comparable corpora
is that they are abundantly available, and can also be automatically extracted
from the internet, covering recent topics [1].

In this paper, we propose a new method for automatic bilingual dictionary cre-
ation, using comparable corpora. Our method focuses on the extraction and com-
parison of lexical-dependency context across unrelated languages, like Japanese
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Abstract. New techniques for online adaptation in computer assisted translation
are explored and compared to previously existing approaches. Under the online
adaptation paradigm, the translation system needs to adapt itself to real-world
changing scenarios, where training and tuning may only take place once, when
the system is set-up for the first time. For this purpose, post-edit information,
as described by a given quality measure, is used as valuable feedback within a
dynamic reranking algorithm. Two possible approaches are presented and eval-
uated. The first one relies on the well-known perceptron algorithm, whereas the
second one is a novel approach using the Ridge regression in order to compute
the optimum scaling factors within a state-of-the-art SMT system. Experimen-
tal results show that such algorithms are able to improve translation quality by
learning from the errors produced by the system on a sentence-by-sentence basis.

1 Introduction

Statistical Machine Translation (SMT) systems use mathematical models to describe the
translation task and to estimate the probabilities involved in the process. [1] established
the SMT grounds formulating the probability of translating a source sentence x into a
target sentence ŷ, as

ŷ = argmax
y

Pr(y | x) (1)

In order to capture context information, phrase-based (PB) models [2,3] were intro-
duced, widely outperforming single word models [4]. PB models were employed
throughout this paper. The basic idea of PB translation is to segment the source sen-
tence x into phrases (i.e. word sequences), then to translate each source phrase x̃k ∈ x
into a target phrase ỹk, and finally reorder them to compose the target sentence y.

Recently, the direct modelling of the posterior probability Pr(y | x) has been widely
adopted. To this purpose, different authors [5,6] propose the use of the so-called log-
linear models, where the decision rule is given by the expression

ŷ = argmax
y

M∑
m=1

λmhm(x,y)

= argmax
y

λ·h(x,y) = argmax
y

s(x,y) (2)

where hm(x,y) is a score function representing an important feature for the transla-
tion of x into y, M is the number of models (or features) and λm are the weights
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Abstract. The paper describes the operation and evolution of a linguistically 
oriented framework for the minimally supervised learning of relation extraction 
grammars from textual data. Cornerstones of the approach are the acquisition of 
extraction rules from parsing results, the utilization of closed-world semantic 
seeds and a filtering of rules and instances by confidence estimation. By a sys-
tematic walk through the major challenges for this approach the obtained results 
and insights are summarized. Open problems are addressed and strategies for 
solving these are outlined. 

Keywords: relation extraction, information extraction, minimally supervised 
learning, bootstrapping approaches to IE. 

1   Introduction 

While we still cannot build software systems that translate all or most sentences of a 
human language into some representation of their meanings, we are currently investi-
gating methods for extracting relevant information from large volumes of texts.  Some 
of the scientists working on information extraction view these methods as feasible 
substitutes for real text understanding, others see them as systematic steps toward a 
more comprehensive semantic interpretation.  All agree on the commercial viability 
of effective information extraction applications, systems that detect references to 
interesting entities and to relevant relations between them, such as complex connec-
tions, properties, events and opinions.   

One of the most intriguing but at the same time most challenging approaches to in-
formation extraction is the bootstrapping paradigm that starts from a very small set of 
semantic examples, called the seed, for discovering patterns or rules, which in turn are 
employed for finding additional instances of the targeted information type. These new 
instances will then be used as examples for the next round of finding linguistic pat-
terns and the game repeats until no more instances can be detected. Since the seed can 
be rather small, containing between one and a handful of examples, this training 
scheme is usually called minimally supervised learning.  
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Abstract. Many bootstrapping relation extraction systems processing large cor-
pus or working on the Web have been proposed in the literature. These systems
usually return a large amount of extracted relationship instances as an out-of-
ordered set. However, the returned result set often contains many irrelevant or
weakly related instances. Ordering the extracted examples by their relevance to
the given seeds is helpful to filter out irrelevant instances. Furthermore, ranking
the extracted examples makes the selection of most similar instance easier. In this
paper, we use a graph based method to rank the returned relation instances of a
bootstrapping relation extraction system. We compare the used algorithm to the
existing methods, relevant score based methods and frequency based methods,
the results indicate that the proposed algorithm can improve the performance of
the bootstrapping relation extraction systems.

1 Introduction

For many real world applications, background knowledge is intensively required. The
acquisition of relational domain knowledge is still an important problem. Relation ex-
traction systems extract structured relations from unstructured sources such as docu-
ments or web pages. These structured relations are as useful as knowledge. Acquiring
relational facts Acquirer–Acquiree relation or Person–Birthplace relation with a small
number of annotated data could have an important impact on applications such as busi-
ness analysis research or automatic ontology construction.

Currently, research in relation extraction focuses mainly on pattern learning and
matching techniques for extracting relational entity pairs from large corpora or the Web.
The Web forms a fertile source of data for relation extraction, but users of relation ex-
traction system are typically required to provide a large amount of annotated text to
identify the interesting relation. This requirement is not feasible in real world applica-
tions. Therefore, many systems have been proposed to address the task of Web-based
relation extraction, which usually only need a small number of seed entity pairs of re-
lations. These systems typically build on the paradigm of bootstrapping of entity pairs
and patterns as proposed by Brin[1].

However, an entity pair often has more than one type of semantic relations in real
world. Consequently, a bootstrapping-based extraction system might introduce some
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Abstract. With the continuous digitisation of medical knowledge, infor-
mation extraction tools become more and more important for practition-
ers of the medical domain. In this paper we tackle semantic relationships
extraction from medical texts. We focus on the relations that may oc-
cur between diseases and treatments. We propose an approach relying
on two different techniques to extract the target relations: (i) relation
patterns based on human expertise and (ii) machine learning based on
SVM classification. The presented approach takes advantage of the two
techniques, relying more on manual patterns when few relation examples
are available and more on feature values when a sufficient number of ex-
amples are available. Our approach obtains an overall 94.07% F-measure
for the extraction of cure, prevent and side effect relations.

1 Introduction

Relation extraction is a long-standing research topic in Natural Language Pro-
cessing, and has been used to help, among others, knowledge acquisition [1],
information extraction [2], and question answering [3]. It has also received much
attention in the medical [4] and biomedical domains [5]. With a large amount
of information, health care professionals need fast and precise search tools such
as question-answering systems [6]. Such systems need to correctly interpret (i)
the questions and (ii) the texts from which answers will be extracted, hence the
need for information extraction approaches such as [4,7,8]. The complexity of
the task lies both in the linguistic issues known in open-domain tasks and in
domain-specific features of the (bio)medical domain.

We propose here a hybrid approach to the detection of semantic relations in
abstracts or full-text articles indexed by MEDLINE. This approach combines
(i) a pattern-based method and (ii) a statistical learning method based on an
SVM classifier which uses, among others, semantic resources. Their combination
is based on a confidence score associated to the results of each method. We
focus on extracting relations between a disease and a treatment. The obtained
results are good and show the interest of combining both types of methods to
disambiguate the multiple relations that can exist between two medical entities.
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Abstract. Medical scores and measurements are a very important part of clinical 
notes as clinical staff infer a patient's state by analysing them, especially their 
variation over time. We have devised an active learning process for rapid train-
ing of an engine for detecting regular patterns of scores, measurements and peo-
ple and places in clinical texts. There are two objectives to this task. Firstly, to 
find a comprehensive collection of validated patterns in a time efficient manner, 
and second to transform the captured examples into canonical forms. The first 
step of the process was to train an FSA from seed patterns and then use the FSA 
to extract further examples of patterns from the corpus. 

The next step was to identify partial true positives (PTP) from the newly ex-
tracted examples. A manual annotator reviewed the extractions to identify the 
partial true positives (PTPs) and added the corrected form of these examples to 
the training set as new patterns. This cycle was continued until no new PTPs 
were detected. The process showed itself to be effective in requiring 5 cycles to 
create 371 true positives from 200 texts. We believe this gives 95% coverage of 
the TPs in the corpus. 

Keywords: Finite State Automata, Medical Measurements, Active Learning. 

1   Introduction 

Our work specializes in processing corpora of medical texts [2][8]. These corpora 
usually contain many years of patient records from hospital clinical departments.  

Clinical notes are a distinctly different genre of text with characteristics such as: 
30% non-word tokens, idiosyncratic spellings, abbreviations and acronyms, and poor 
grammatical structure. The capacity to process the notes accurately is a direct function 
of learning something about them, e.g. the correct expansion of an abbreviation, and 
then reusing that immediately to understand subsequent text. In real-life situations the 
turnover of staff in a local hospital is so great that the language in use in the notes has 
its own dynamism that makes the continual accumulation of knowledge about the 
notes fundamental to a successful implementation of any practical medical language 
processing (MLP) technology that will survive the test of time. 
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Abstract. The Web is a great resource and archive of news articles for
the world. We present a framework, based on probabilistic topic mod-
eling, for uncovering the meaningful structure and trends of important
topics and issues hidden within the news archives on the Web. Central
in the framework is a topic chain, a temporal organization of similar top-
ics. We experimented with various topic similarity metrics and present
our insights on how best to construct topic chains. We discuss how to
interpret the topic chains to understand the news corpus by looking at
long-term topics, temporary issues, and shifts of focus in the topic chains.
We applied our framework to nine months of Korean Web news corpus
and present our findings.

1 Introduction

The Web is a convenient and enormous source for learning about what is hap-
pening in the world. One can go to the Web site of any major news outlet or a
portal site to get a quick overview of the important issues of the moment. How-
ever, it is difficult to use the Web to understand what has been happening over
an extended period of time. We propose a computational framework based on
probabilistic topic modeling to analyze a corpus of online news articles to pro-
duce results that show how the topics and issues emerge, evolve, and disappear
within the corpus.

The problem of understanding a corpus of news articles over an extended
period of time is challenging because one has to discover an unknown set of topics
and issues from a large corpus of disparate sources, find and cluster similar topics,
discover any short-term issues, and identify and display how the topics change
over time. A narrower but similar problem has been studied in the TDT (topic
detection and tracking) field [1] where the goal is to identify new events and track
how they change over time. The events, however, are defined as happenings at
certain places at certain times, and so they compose a small subset of general
news topics and issues. For example, an earthquake in Haiti is an event, but the
prolonged decline of real estate sales is not. The latter makes up a large portion of
news, but the TDT community would only cover the former, whereas our research
covers both. The probabilistic topic modeling community offers solutions such
as Dynamic Topic Models [2] and Topics Over Time [3] for discovering topics
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Abstract. This paper describes the first prototype for building TimeML
xml documents starting from raw text for Italian. First, the text is parsed
with the TULE parser, a dependency parser developed at the University
of Turin. The parsed text is then used as input to the TimeML rule-based
module we have implemented, henceforth called as ‘The converter’. So
far, the converter identifies and classifies events in the sentence. The
results are rather satisfatory, and this leads us to support the use of de-
pendency syntactic relations for the development of higher level semantic
tools.

1 Introduction

The access to information through content has become the new frontier in NLP.
Innovative annotation schemes such as TimeML [12] have push forward this as-
pect by creating benchmark corpora. The TimeBank corpus [13] has renewed
the interest in temporal processing and in its use for complex NLP task such
as Open-Domain Question-Answering [16], Summarization and Information Ex-
traction.

The task of temporal processing can be split into different subtasks. First, the
basic ontological entities involved, i.e. events and temporal expressions, must be
recognized and treated on their own. Then, temporal relations between them
can be computed. This paper describes an implemented event detector and clas-
sifier, which represents the first step of an ongoing research collaboration on the
development of a TimeML-compliant tool for Italian.

In TimeML, an event is defined as something that holds true, obtains/happens,
or occurs. Natural language (NL) offers a variety ofmeans to realize events, namely
verbs, complex VPs (such as light verb constructions or idioms), nouns (including
nominalizations, second order nominals and type-coercions), predicative construc-
tions, prepositional phrases or adjectival phrases. Two innovative aspects
introduced by TimeML with respect to event detection and classification are rep-
resented by:
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Abstract. Bootstrapping has been used as a very efficient method to extract a 
group of items similar to a given set of seeds. However, the bootstrapping 
method intrinsically has several parameters whose optimal values differ from 
task to task, and from target to target. In this paper, first, we will demonstrate 
that this is really the case and serious problem. Then, we propose self-adjusting 
bootstrapping, where the original seed is segmented into the real seed and vali-
dation data. We initially bootstrap starting with the real seed, trying alternative 
parameter settings, and use the validation data to identify the optimal settings. 
This is done repeatedly with alternative segmentations in typical cross-
validation fashion. Then the final bootstrapping is performed using the best pa-
rameter setting and the entire original seed set in order to create the final output. 
We conducted experiments to collect sets of company names in different cate-
gories. Self-adjusting bootstrapping substantially outperformed a baseline using 
a uniform parameter setting. 

1   Introduction 

Bootstrapping has been used in many information extraction tasks, such as harvesting 
names (Strzalkowski and Wang 96) (Collins and Singer 99), relations (Brin 98) 
(Agichtein and Gravano 00) (Ravichandran and Hovy 02) (Sun 09), and events (Yan-
garber et al. 00). Recently, there are more work on bootstrapping mostly using query 
logs (Pasca 07) (Pantel and Pennacchiotti 06) (Sekine and Suzuki 07). Given seeds of 
the desired names or relations (which we will hereafter call “items”), it gathers more 
items using a large un-annotated corpus. First, the most salient contexts of the seed 
items are found, then those contexts are used to find more items of the same kind. 
This process can be repeated to get more contexts and items. It is recognized as a very 
efficient method to extract a group of items similar to a given set of seeds, when there 
is enough data in the matrix of items and contexts. However, there is an essential 
problem in the bootstrapping method, namely parameter tuning. The bootstrapping 
method intrinsically has several parameters, such as the number of contexts to be  
used at each iteration, the number of items to be extracted at each iteration, and the 
scoring functions to calculate the similarity between contexts and between items. In 
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Abstract. In this paper, we propose an event words based method for
story link detection. Different from previous studies, we use time and
places to label nouns and named entities, the featured nouns/named
entities are called event words. In our approach, a document is repre-
sented by five dimensions including nouns/named entities, time featured
nouns/named entities, place featured nouns/named entities, time&place
featured nouns/named entities and publication date. Experimental re-
sults show that, our method gain a significant improvement over baseline
and event words plays a vital role in this improvement. Especially when
using publication date, we can reach the highest 92% on precision.

Keywords: story link detection, event words, multidimensional model,
nouns/named entities, featured nouns/named entities.

1 Introduction

Story link detection, which was first defined in the Topic Detection and Tracking
(TDT) [1,2,12,14,16] competition program, is the task of determining whether
two stories, such as news articles and/or radio broadcasts, are about the same
event, or linked. Story link detection is important for many applications. For
example, there are three reports whose titles are:

– Midterm election polls open in United States
– US presidential vote is underway
– Voting in parliamentary election starts in Japan

The content of three news stories above are very similar, because they are all
about the election, they have many common words in the text such as “election”,
“vote”, “candidate” and so on. But actually they are different because they are
not the same event. The first one is related to the election in U.S.A. in 2006
while the second one is about the election in U.S.A in 2008 and the last one
refers to the election in Japan in 2007. The task of story link detection is to find
out if the two stories are about the same event even though they may have the
same content.

According to TDT, two stories are linked if the events in the stories happened
at some specific time and place. In this paper, we give a more explicit definition:
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Abstract. This paper proposes an approach of extracting simple and
effective features that enhances multilingual document ranking (MLDR).
There is limited prior research on capturing the concept of multilingual
document similarity in determining the ranking of documents. However,
the literature available has worked heavily with language specific tools,
making them hard to reimplement for other languages. Our approach
extracts various multilingual and monolingual similarity features using a
basic language resource (bilingual dictionary). No language-specific tools
are used, hence making this approach extensible for other languages. We
used the datasets provided by Forum for Information Retrieval Evalu-
ation (FIRE)1 for their 2010 Adhoc Cross-Lingual document retrieval
task on Indian languages. Experiments have been performed with dif-
ferent ranking algorithms and their results are compared. The results
obtained showcase the effectiveness of the features considered in enhanc-
ing multilingual document ranking.

Keywords: Multilingual Document Ranking, Feature Engineering,
Wikipedia, Levenshtein Edit Distance.

1 Introduction

Multilingual Information Retrieval (MLIR) is desirable with the increase of infor-
mation in different languages. With the rapid development of globalization and
digital online information in Internet, a growing demand for MLIR has emerged.
MLIR involves the subtask of Cross Lingual Information Retrieval (CLIR) sepa-
rately for each desired language. The clear separation of the retrieved result lists
between different languages makes it necessary to have a merging step in order
to produce a single result list. However, merging is intertwined with ranking step
that ranks the documents of multilingual result lists as per the relevancy to the
information need.

The problem of CLIR has been well studied in the past decade especially with
the help of CLEF, NTCIR, TREC and FIRE forums. In the realm of CLIR the
problem of ranking multilingual result lists is a very challenging task. The task
of identifying whether two different language documents talks about the same

1 http://www.isical.ac.in/∼clia/
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Abstract. Cross-lingual word similarity (CLWS) is a basic component in cross-
lingual information access systems. Designing a CLWS measure faces three 
challenges: (i) Cross-lingual knowledge base is rare; (ii) Cross-lingual corpora 
are limited; and (iii) No benchmark cross-lingual dataset is available for CLWS 
evaluation. This paper presents some Chinese-English CLWS measures that 
adopt HowNet as cross-lingual knowledge base and sentence-level parallel  
corpus as development data. In order to evaluate these measures, a Chinese-
English cross-lingual benchmark dataset is compiled based on the Miller-
Charles’ dataset. Two conclusions are drawn from the experimental results. 
Firstly, HowNet is a promising knowledge base for the CLWS measure. Sec-
ondly, parallel corpus is promising to fine-tune the word similarity measures us-
ing cross-lingual co-occurrence statistics.  

Keywords: Cross-lingual word similarity, cross-lingual information access, 
HowNet, parallel corpus. 

1   Introduction 

Word similarity plays a vital role in natural language processing and information 
retrieval. In natural language processing, word similarity is widely used in word sense 
disambiguation [1], synonym extraction [2]. In information retrieval, word similarity 
is adopted in multimodal documents retrieval [5] and image retrieval [6]. Human-
compiled linguistic knowledge base (e.g., WordNet [7] and HowNet [8]) were widely 
used to measure word similarity [2,9-12]. As thesauri are usually static and incom-
plete, corpora were then adopted to estimate word similarity based on co-occurrence 
statistics [13-15]. Li et al. (2003) proved that thesaurus and corpus can be integrated 
to yield a better performance [16]. 

Cross-lingual word similarity (CLWS) reflects semantic similarity between  
two words in different languages. Very recently, CLWS research started to attract 
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Abstract. E-mails to government institutions as well as to large companies may 
contain a large proportion of queries that can be answered in a uniform way. 
We analysed and manually annotated 4,404 e-mails from citizens to the  
Swedish Social Insurance Agency, and compared two methods for detecting an-
swerable e-mails: manually-created text patterns (rule-based) and machine 
learning-based methods. We found that the text pattern-based method gave 
much higher precision at 89 percent than the machine learning-based method 
that gave only 63 percent precision. The recall was slightly higher (66 percent) 
for the machine learning-based methods than for the text patterns (47 percent). 
We also found that 23 percent of the total e-mail flow was processed by the 
automatic e-mail answering system. 

Keywords: automatic e-mail answering, text pattern matching, machine  
learning, SVM, Naïve Bayes, E-government. 

1   Introduction 

Many governmental agencies and companies are today overwhelmed with e-mails with 
queries from citizens or customers that need an answer. Many of these e-mails are easy 
to reply to and do not need more advanced manual processing. The reply can even be 
made available on the web site of the government agency or the company. We studied 
the Swedish Social Insurance Agency (SSIA) (in Swedish “Försäkringskassan”1). 

SSIA receives 350,000 e-mails per year, which are answered by 640 handling offi-
cers who also answer phone calls, use Internet chat, meet citizens and make decisions. 
The e-mail answering work in total corresponds to 25 full-time employees. If we could 
automatically answer even a fraction of these e-mails then much would be gained: citi-
zens would obtain immediate answers and the workload of the handling officers would 
be reduced as they would not need to answer the most basic and monotonous e-mail 
queries and could focus on the more demanding ones and help citizens more effectively. 
                                                           
1 http://www.forsakringskassan.se 
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Abstract. With the growing amount of textual information available on the In-
ternet, the importance of automatic text classification has been increasing in the 
last decade. In this paper, a system was presented for the classification of multi-
class Farsi documents which uses Support Vector Machine (SVM) classifier. 
The new idea proposed in the present paper, is based on extending the  
feature vector by adding some words extracted from a thesaurus. The goal is to 
assist classifier when training dataset is not comprehensive for some categories. 
For corpus preparation, Farsi Wikipedia website and articles of some archived 
newspapers and magazines are used. As the results indicate, classification effi-
ciency improves by applying this approach. 0.89 micro F-measure were 
achieved for classification of 10 categories of Farsi texts. 

Keywords: Text classification, Support vector machine, Thesaurus, Farsi. 

1   Introduction 

The task of assigning natural language documents to a set of predefined categories is 
known as text classification. Due to the wide availability of online information in the 
World Wide Web, it may be impossible to classify the documents manually; so auto-
matic classification of text documents seems to be inevitable. The workflow in most 
of the text classification systems is to train the classification system using a training 
dataset including many text documents whose categories are known. In the test phase, 
the system assigns a category to a new document. Each document in training dataset 
consists of a great number of relevant and irrelevant words corresponding to its cate-
gory. One way to decrease the complexity of a text classifier and to increase its speed 
is to discard the irrelevant words and to render more weight on relevant ones. This 
phase which is called feature selection, is considered in many classification systems 
and different approaches such as the selection of features based on information gain, 
tf_idf criterion and x2 test have been applied [1, 2, 3]. Classifier component in such 
systems is often one of the statistical methods or machine learning techniques including 
multivariate regression model, nearest neighbor classifier [3, 4], probabilistic Bayesian 
models [5, 6], decision tree [5, 7] and support vector machine (SVM) [8, 9, 10].  
According studies carried out by Yang [10], SVM outperforms other machine  
learning methods. Therefore, in the approach presented in this paper, SVM is applied 
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Abstract. In text classification, term frequency and term co-occurrence
factors are dominantly used in weighting term features. Category rele-
vance factors have recently been used to propose term weighting
approaches. However, these approaches are mainly based on their own-
designed text classifiers to adapt to category information, where the
advantages of popular text classifiers have been ignored. This paper
proposes a term weighting framework for text classification tasks. The
framework firstly inherits the benefits of provided category information
to estimate the weighting of features. Secondly, based on the feedback
information, it is able to continuously adjust feature weightings to find
the best representations for documents. Thirdly, the framework robustly
makes it possible to work with different text classifiers on classifying the
text representations, based on category information. On several corpora
with SVM classifier, experiments show that given predicted information
from TFxIDF method as initial status, the proposed approach leverages
accuracy results and outperforms current text classification approaches.

Keywords: Text representation, feature weighting approach, term cat-
egory dependency, classifier, and text classification.

1 Introduction

In text classification (TC), a single or multiple category labels are automatically
assigned to a new text document based on category models, which are created af-
ter learning a set of labelled training text documents. TC methods normally con-
vert a text document into a relational tuple using the popular vector-space model
to obtain a list of terms with corresponding frequencies. A term-by-frequency
matrix, interpreted as a relational table, is used to represent a collection of
documents.

Due to the huge challenges and the difficulties of classifying document repre-
sentations to a list of categories, a large number of classification algorithms have
been developed to address the challenges in different degrees. Some of the pop-
ular algorithms have been currently used in TC such as multivariate regression
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Abstract. Compilation of Languages for Specific Purposes (LSP) cor-
pora is a task which is fraught with several difficulties (mainly time and
human effort), because it is not easy to discern between specialized and
non-specialized text. The aim of this work is to study automatic spe-
cialized vs. non-specialized sentence differentiation. The experiments are
carried out on two corpora of sentences extracted from specialized and
non-specialized texts. One in economics (academic publications and news
from newspapers), another about sexuality (academic publications and
texts from forums and blogs). First we show the feasibility of the task
using a statistical n-gram classifier. Then we show that grammatical fea-
tures can also be used to classify sentences from the first corpus. For
such purpose we use association rule mining.

Keywords: Specialized Text, General Text, Corpus, Languages for
Specific Purposes, Statistical Methods, Association Rules, Grammatical
features.

1 Introduction

Compilation of Languages for Specific Purposes (LSP) corpora, that is, corpora
including specialized texts, is necessary to carry out several tasks, such as: termi-
nology extraction, compiling specialized dictionaries, lexicons or ontologies. This
corpora compilation is human time effort consuming. Until now, professionals or
specialists have to decide if the text is specialized or not.

But what is a specialized text? [1] mentions some features to be considered in
order to answer this question: the text author, the potential reader, the structural
organization and the lexical units’ selection. There are two types of variability in
specialized texts: horizontal determined by the subject and vertical determined
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Abstract. Wikipedia is an online encyclopedia which anyone can edit.
While most edits are constructive, about 7% are acts of vandalism. Such
behavior is characterized by modifications made in bad faith; introducing
spam and other inappropriate content.

In this work, we present the results of an effort to integrate three of the
leading approaches to Wikipedia vandalism detection: a spatio-temporal
analysis of metadata (STiki), a reputation-based system (WikiTrust),
and natural language processing features. The performance of the result-
ing joint system improves the state-of-the-art from all previous methods
and establishes a new baseline for Wikipedia vandalism detection. We
examine in detail the contribution of the three approaches, both for the
task of discovering fresh vandalism, and for the task of locating vandalism
in the complete set of Wikipedia revisions.

1 Introduction

Wikipedia [1] is an online encyclopedia that anyone can edit. In the 10 years
since its creation, 272 language editions have been created, with 240 editions
being actively maintained as of this writing [2]. Wikipedia’s English edition has
more than 3 million articles, making it the biggest encyclopedia ever created. The
encyclopedia has been a collaborative effort involving over 13 million registered
users and an indefinite number of anonymous editors [2]. This success has made
Wikipedia one of the most used knowledge resources available online and a source
of information for many third-party applications.

The open-access model that is key to Wikipedia’s success, however, can also
be a source of problems. While most edits are constructive, some are vandalism,
� Authors appear alphabetically. Order does not reflect contribution magnitude.
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Abstract. Connectivity analysis of networked documents provides high
quality link structure information, which is usually lost upon a content-
based learning system. It is well known that combining links and content
has the potential to improve text analysis. However, exploiting link struc-
ture is non-trivial because links are often noisy and sparse. Besides, it is
difficult to balance the term-based content analysis and the link-based
structure analysis to reap the benefit of both. We introduce a novel net-
worked document clustering technique that integrates the content and
link information in a unified optimization framework. Under this frame-
work, a novel dimensionality reduction method called COntent & STruc-
ture COnstrained (Costco) Feature Projection is developed. In order to
extract robust link information from sparse and noisy link graphs, two
link analysis methods are introduced. Experiments on benchmark data
and diverse real-world text corpora validate the effectiveness of proposed
methods.

Keywords: link analysis, dimensionality reduction, clustering.

1 Introduction

With the proliferation of the World Wide Web and Digital Libraries, analyzing
“networked” documents has increasing challenge and opportunity. In addition
to text content attributes, networked documents are correlated by links (e.g.,
hyperlinks between Web pages, citations between scientific publications etc.).
These links are useful for text processing because they convey rich semantics
that are usually independent of word statistics of documents [8].

Exploiting link information of networked documents to enhance text classifi-
cation has been studied extensively in the research community [3,4,6,14]. It is
found that, although both content attributes and links can independently form
reasonable text classifiers, an algorithm that exploits both information sources
has the potential to improve the classification [2,10]. Similar conclusion has been
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Abstract. The insertion of linguistic material into document sentences
to create new sentences is a common activity in document abstracting.
We investigate a transformation-based learning method to simulate this
type of operation relevant for text summarization. Our work is framed
on a theory of transformation-based abstracting where an initial text
summary is transformed into an abstract by the application of a number
of rules learnt from a corpus of examples. Our results are as good as
recent work on classification-based predicate insertion.

1 Introduction

The problem of generating summaries by automatic means started in the early
fifties [16] and continues nowadays to be a research topic receiving lot of at-
tention [12,31,23,17,28,10]. The problem of generating “abstracts” – summaries
containing linguistic material not necessarily present in the document to be
summarized – has however received comparatively less attention. In this work
we aim at simulating the way abstracts are produced and try to capture from
textual data models of abstract production [26,11]. An example of the kind of
abstract we aim to produce is shown in Figure 1. It is an abstract from the ERIC
abstracting database which contains information extracted from the abstracted
document together with rhetorical predicates inserted during abstract writing.
These predicates inserted into the abstract by professional abstractors have spe-
cific communicative functions such as introducing the topic of the document,
elaborating information, discussing particular issues, concluding, etc. used some-
times to improve the abstract and make it more objective [20]. Here we focus on
this relatively new problem of combining document fragments with a limited set
of linguistic expressions to create quasi-extractive summaries. The inserted pred-
icates “glue” together the extracted fragments, thus creating a quasi-extractive
summary. It is important to note that predicates can be prepended or appended
to the sentence fragments, in the later case using a passive construction (e.g.
“The state program in Rode Island is outlined”), note however, that we have
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Abstract. We propose a method to summarize threaded, multi-topical texts au-
tomatically, particularly online discussions and e-mail conversations. These cor-
pora have a so-called reply-to structure among the posts, where multiple topics
are discussed simultaneously with a certain level of continuity, although each post
is typically short. We specifically focus on the multi-topical aspect of the corpora,
and propose the use of two linguistically motivated features: lexical chains and
cue words, which capture the topics and topic structure. Particularly, we intro-
duce the structured lexical chain, which is a combination of traditional lexical
chains with the thread structure. In experiments, we show the effectiveness of
these features on the Innovation Jam 2008 Corpus and the BC3 Mailing List Cor-
pus based on two task settings: key-sentence and keyword extraction. We also
present detailed analysis of the result with some intuitive examples.

1 Introduction

Online discussion has become a popular tool for collaboration among people as they
discuss various topics online. However, with its increasing popularity, problems have
arisen with information overload, which makes it difficult for people to catch up with
up-to-date topics and central points of the discussion. Particularly, if organizers intend
to draw out useful findings from the whole discussion, they often encounter a problem
with obtaining the big picture of the content that is distributed among a large number of
posts. Therefore, great demand exists for systems that provide users with an overview
of the discussion.

Posts in an online discussion are typically organized in either a sequential or a tree-
structured thread. Although the former has simpler structure, the latter allows division
of many topics into smaller branches. For this reason, the tree-structured thread has been
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Abstract. With the accelerating rate of data growth on the Internet, automatic  
multi-document summarization has become an important task. In this paper, we 
propose a link analysis incorporated with rhetorical relations between sentences 
to perform extractive summarization for multiple-documents. We make use of 
the documents headlines to extract sentences with salient terms from the docu-
ments set using statistical model. Then we assign rhetorical relations learned by 
SVMs to determine the connectivity between the sentences which include the 
salient terms. Finally, we rank these sentences by measuring their relative im-
portance within the document set based on link analysis method, PageRank. 
The rhetorical relations are used to evaluate the complementarity and redun-
dancy of the ranked sentences. Our evaluation results show that the combina-
tion of PageRank along with rhetorical relations among sentences does help to 
improve the quality of extractive summarization.  

Keywords: Probability model, n-gram, link-based analysis, Support Vector 
Machine, extractive summarization, rhetorical relations. 

1   Introduction 

Due to rapid growth of information on the Internet recently, finding specific data from 
huge amount of document is crucial since it requires a lot of time and efforts for users 
to read each document. As a result, automatic summarization has become an impor-
tant technique nowadays. Text summarization helps to simplify information search 
and cut the search time by pointing the most relevant information which allows users 
to quickly comprehend the information contained in a large document.  

The general approach of automatic text summarization is extractive or abstractive 
summarization. Extractive summarization focuses in finding the most salient sen-
tences from the original document, while abstractive summarization focuses on gen-
erating summary by selecting only important terms from documents and might not 
contain original phrase or word. Our work focuses on extractive summarization. Pre-
vious works in this area have proposed various techniques such as, centroid-based 
summarization method [1], automated document indexing based on statistical latent 
model [2] and most recent technique, text summarization based on Cross-document 
Structure Theory (CST) relationship between sentences[3][4][5] . 
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Abstract. Two issues are crucial to multi-document summarization: diversity 
and redundancy. Content within some topically-related articles are usually 
redundant while the topic is delivered from diverse perspectives. This paper 
presents a co-clustering based multi-document summarization method that 
makes full use of the diverse and redundant content. A multi-document 
summary is generated in three steps. First, the sentence-term co-occurrence 
matrix is designed to reflect diversity and redundancy. Second, the co-
clustering algorithm is performed on the matrix to find globally optimal clusters 
for sentences and terms in an iterative manner. Third, a more accurate summary 
is generated by selecting representative sentences from the optimal clusters. 
Experiments on DUC2004 dataset show that the co-clustering based multi-
document summarization method is promising.  

Keywords: Co-clustering, multi-document summarization, term extraction. 

1   Introduction 

Handling a large set of topically-related articles manually is usually laborious and 
time-consuming. Aiming at generating a summary that covers the major themes in an 
article collection, multi-document summarization provides a promising solution to the 
information overload problem. An ideal multi-document summary should cover not 
only the key topic of the multi-documents but also the diverse views of the multi-
documents. Two distinct characteristics make multi-document summarization rather 
different from single-document summarization: diversity and redundancy [1-5]. 
Content within some topically-related articles are usually redundant while the topic is 
delivered from diverse perspectives. This is because the writers usually show 
common interests on popular target but they tend to report the target from different 
perspectives. As a result, diversity among the articles tends to be significant. 
However, some background information is usually necessary for the readers to follow 
the story. Therefore, redundant sentences are constantly found within the articles.  
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Abstract. We present an Answer Validation System (AV) based on Textual 
Entailment and Question Answering. The important features used to develop  
the AV system are Lexical Textual Entailment, Named Entity Recognition,  
Question-Answer type analysis, chunk boundary module and syntactic similarity 
module. The proposed AV system is rule based. We first combine the question 
and the answer into Hypothesis (H) and the Supporting Text as Text (T) to 
identify the entailment relation as either “VALIDATED” or “REJECTED”. The 
important features used for the lexical Textual Entailment module in the present 
system are: WordNet based unigram match, bigram match and skip-gram. In the 
syntactic similarity module, the important features used are: subject-subject 
comparison, subject-verb comparison, object-verb comparison and cross subject-
verb comparison.  The results obtained from the answer validation modules are 
integrated using a voting technique. For training purpose, we used the AVE 2008 
development set. Evaluation scores obtained on the AVE 2008 test set show 66% 
precision and 65% F-Score for “VALIDATED” decision. 

Keywords: Answer Validation Exercise (AVE), Textual Entailment (TE), 
Named Entity (NE), Chunk Boundary, Syntactic Similarity, Question Type. 

1   Introduction 

Answer Validation Exercise (AVE) is a task introduced in the QA@CLEF 
competition. AVE task is aimed at developing systems that decide whether the answer 
of a Question Answering system is correct or not. There were three AVE 
competitions AVE 2006 [1], AVE 2007 [2] and AVE 2008 [3]. AVE systems receive 
a set of triplets (Question, Answer and Supporting Text) and return a judgment  
of “SELECTED”, “VALIDATED” or “REJECTED” for each triplet. The evaluation 
methodology was improved over the years and oriented to identify the useful factors 
for QA systems improvement. Thus, in 2007 the AVE systems were to select only one 
VALID answer for every question from a set of possible answers, whereas in 2006, 
several VALID answers were possible to be selected. In 20081, the organizers 

                                                           
1 http://nlp.uned.es/clef-qa/ave/ 
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Abstract. This paper presents SPIDER, a system for paraphrasing in document 
editing and revision with applicability in machine translation pre-editing. 
SPIDER applies its linguistic knowledge (dictionaries and grammars) to create 
paraphrases of distinct linguistic phenomena. The first version of this tool was 
initially developed for Portuguese (ReEscreve v01), but it is extensible to 
different languages and can also operate across languages. SPIDER has a totally 
new interface, new resources which contemplate a wider coverage of linguistic 
phenomena, and applicability to legal terminology, which is described here. 

Keywords: paraphrase, language composition tool, authoring aid, text 
processing application, pre-editing, revision, linguistic quality assurance. 

1   Introduction 

The relevance of paraphrases for natural language processing has been clearly 
defined, and paraphrases are being used in different types of applications for a variety 
of purposes. Paraphrasal knowledge plays a very important role in interpretation and 
generation of natural language. In natural language interpretation, dynamic 
semantics and identical parses resulting from paraphrases are important to successful 
applications. In natural language generation, the generation of paraphrases allows 
more varied and fluent text to be produced [Iordanskaja et al. 1991]. In multi-
document summarization, the identification of paraphrases allows information across 
documents to be condensed [McKeown et al. 2002] and helps improve the quality of 
the generated summaries [Hirao et al. 2004]. In question answering, discovering 
paraphrased answers may provide additional evidence that an answer is correct 
[Ibrahim et al. 2003]. Paraphrases can also be useful in text mining, preventing a 
passage being discarded due to the inability to match a question phrase deemed as 
very important [Paşca and Dienes 2005]. In information extraction, paraphrases help 
text categorization tasks or mapping to texts with similar characteristics, lessening the 
disparity in the trigger word or the applicable extraction pattern [Shinyama and 
Sekine 2005]. Paraphrasing also helps machine translation performance [Callison-
Burch 2007], in particular the translation of multi-word units [Barreiro 2011].  
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Abstract. We propose a framework to assist Wikipedia editors to trans-
fer information among different languages. Firstly, with the help of some
machine translation tools, we analyse the texts in two different language
editions of an article and identify information that is only available in one
edition. Next, we propose an algorithm to look for the most probable po-
sition in the other edition where the new information can be inserted. We
show that our method can accurately suggest positions for new informa-
tion. Our proposal is beneficial to both readers and editors of Wikipedia,
and can be easily generalised and applied to other multi-lingual corpora.

1 Introduction

There are currently over 250 different language editions in Wikipedia. However,
significant differences exist between different editions in terms of size and quality
[6]. Several projects on Wikipedia have been initiated to bridge this information
gap with the help of both human and machine translation [12,13,14]. Google also
provides a translator toolkit that assists users to translate Wikipedia articles1.

While existing efforts focused on translating whole articles, we believe main-
taining existing articles across different languages is also a major challenge.
Wikipedia is by no means a static encyclopedia. Articles are constantly being
revised by editors. As different language editions are being developed separately,
it is likely that different language editions will contain different information,
depending on the focuses of the editors or interests of the respective community.

Although Wikipedia is not intended to be an encyclopedia in which different
language editions are exact translations of one another [14], it is desirable to keep
any article up-to-date and comprehensive. However, the effort required to iden-
tify what should be translated can be prohibitively expensive, especially when
the target document already has substantial content. This requires editors to
continuously monitor articles in different languages, which is clearly unscalable.

We propose a framework that assists Wikipedia editors or translators to trans-
fer information from one language into another. We term this task cross-lingual
document enrichment. Our proposed framework is completely automatic and
1 Google Translator Toolkit: http://translate.google.com/toolkit
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Abstract. We describe the development of an “overdetection” identi-
fier, a system for filtering detections erroneously flagged by a grammar
checker. Various families of classifiers have been trained in a supervised
way for 14 types of detections made by a commercial French grammar
checker. Eight of these were integrated in the most recent commercial
version of the system. This is a striking illustration of how a machine
learning component can be successfully embedded in Antidote, a robust,
commercial, as well as popular natural language application.

1 Introduction

Even though most modern writers use, often unknowingly, the grammar checker
embedded in Microsoft Word, few NLP researchers have addressed the problem
of improving the quality of the grammatical error detection algorithms [1,2].
Clément et al. [3] suggest that this could be explained by the lack of an annotated
error corpus and by the close link that exists between a grammar checker and
the proprietary word processor that embeds it.

Bustamante and Léon [4] present a typology of errors often encountered in
Spanish and describe how the GramCheck project dealt with them. They distin-
guish structural errors (e.g. bad prepositional attachments) from non structural
ones (e.g. subject verb agreement). The former is dealt with by crafting rules
encoding typical errors that are added to the language parsing rules or by using
auxiliary grammars on an ad hoc basis. The latter is dealt by loosening the uni-
fication process within the parser. These developments are quite complex and
require a fine tuning of linguistic heuristics used within the parsing process.

Two main approaches to grammar checking have been taken by researchers.
The first approach consists in comparing the sentence to proofread against a
model of proper language use (a positive grammar). For instance, [5] propose
using n-grams to create a language model of lemmas and part-of-speech tags
(POS) occurring in proper English text. The second strategy seeks to create
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Abstract. This work presents the evaluation results of a novel technique for 
word order errors correction, using non native English speakers’ corpus. This 
technique, which is language independent, repairs word order errors in 
sentences using the probabilities of most typical trigrams and bigrams extracted 
from a large text corpus such as the British National Corpus (BNC). A good 
indicator of whether a person really knows a language is the ability to use the 
appropriate words in a sentence in correct word order. The “scrambled” words 
in a sentence produce a meaningless sentence. Most languages have a fairly 
fixed word order. For non-native speakers and writers, word order errors are 
more frequent in English as a Second Language. These errors come from the 
student if he is translating (thinking in his/her native language and trying to 
translate it into English). For this reason, the experimentation task involves a 
test set of 50 sentences translated from Greek to English. The purpose of this 
experiment is to determine how the system performs on real data, produced by 
non native English speakers. 

Keywords: Word order errors; statistical language model; permutations 
filtering; British National Corpus; non native English speakers’ corpus. 

1   Introduction 

Research on detecting erroneous sentences can be mainly classified into three 
categories. The first category makes use of hand-crafted rules [1],[2],[3]. These 
methods have been shown to be effective in detecting certain kinds of grammatical 
errors, but it is expensive to write non-conflicting rules in order to cover the wide range 
of grammatical errors. The second category focuses on parsing ill-formed sentences 
[4],[5],[6],[7]. The third category uses statistical techniques to detect erroneous 
sentences. Instead of asking experts to write hand-crafted rules, statistical approaches 
[8],[9],[10],[11] build statistical models to indentify sentences containing errors.  

There are also other studies on detecting grammar errors at sentence level. More 
[12] introduced an English grammar checker for non-native English speakers. Heift 
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Abstract. We study the task of correcting verb selection errors for En-
glish as a Second Language (ESL) learners, which is meaningful but also
challenging. The difficulties of this task lie in two aspects: the lack of an-
notated data and the diversity of verb usage context. We propose a per-
ceptron based novel approach to this task. More specifically, our method
generates correction candidates using predefined confusion sets, to avoid
the tedious and prohibitively unaffordable human labeling; moreover,
rich linguistic features are integrated to represent verb usage context,
using a global linear model learnt by the perceptron algorithm. The fea-
tures used in our method include a language model, local text, chunks,
and semantic collocations. Our method is evaluated on both synthetic
and real-world corpora, and consistently achieves encouraging results,
outperforming all baselines.

Keywords: verb selection, perceptron learning, ESL.

1 Introduction

Learners of English as a second language (ESL) are a large and growing section
of the world’s population. They tend to make various errors in English writ-
ing, among which, verb selection errors can be quite confusing and misleading.
For example, in the sentence (written by a Chinese), “I often play with my
friends at school”, the intended meaning of “to play with” is “to have fun with
one’s friends”. However, “play with” in English is often understood as “to play
(a game) with”, “to play with (among young children)”, or “to treat somebody
or something frivolously”; thus it deviates in a subtle way from the meaning
intended by the Chinese speaker.

Therefore, designing such a device that can automatically detect and correct
verb selection errors made by ESL learners is meaningful. However, this task is
� This work has been done while the author was visiting Microsoft Research Asia.
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Groot-Brittanniëlaan 45, 9000 Ghent, Belgium

2 Ghent University, Krijgslaan 281, 9000 Ghent, Belgium

Abstract. All readability research is ultimately concerned with the re-
search question whether it is possible for a prediction system to automat-
ically determine the level of readability of an unseen text. A significant
problem for such a system is that readability might depend in part on
the reader. If different readers assess the readability of texts in funda-
mentally different ways, there is insufficient a priori agreement to justify
the correctness of a readability prediction system based on the texts as-
sessed by those readers. We built a data set of readability assessments
by expert readers. We clustered the experts into groups with greater a
priori agreement and then measured for each group whether classifiers
trained only on data from this group exhibited a classification bias. As
this was found to be the case, the classification mechanism cannot be
unproblematically generalized to a different user group.

1 Introduction

In the most general terms, the goal of authoring a text is to get a message across
to an intended audience. The readability of a text, then, can be defined as the
relative ease of that audience to understand the author’s message. It is intuitively
clear that, even when defined in such general terms, the inherent subjectivity
of the concept of readability cannot be ignored. The ease with which a given
reader can correctly identify the message conveyed in a text is, among other
things, inextricably related to the reader’s background knowledge of the subject
at hand [11].

The domain of readability research has at its primary research goal the design
of a method to automatically predict the readability of a text. In recent years,
a tendency seems to have arisen to explicitly address the subjective aspect of
readability. [14] ultimately base their readability prediction method exclusively
on the extent to which readers found a text to be “well-written”. [10] take the
assessments supplied by a number of experts as their gold standard, and test
their readability prediction method as well as assessments by novices against
these expert opinions. Similarly, [13] compile a gold standard for readability
prediction by collecting assessments by expert and naive readers.

Subjective assessment entails the problem of reliably aggregating data that
were obtained from various sources. This is a recurring issue in Natural Language
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Abstract. In this paper, we propose an automatic method to measure
the reading difficulty of Japanese words. The proposed method uses a
statistical transliteration framework, which was inspired by statistical
machine translation research. A Dirichlet process model is used for the
alignment between single kanji characters and one or more hiragana char-
acters. The joint probability of kanji and hiragana is used to measure
the difficulty. In our experiment, we carried out a linear discriminate
analysis using three kinds of lexicons: a Japanese place name lexicon, a
Japanese last name lexicon and a general noun lexicon. We compared
the discrimination ratio given by the proposed method and the con-
ventional method, which estimates a word difficulty based on manually
defined kanji difficulty. According to the experimental results, the pro-
posed method performs well for scoring Japanese proper noun reading
difficulty. The proposed method produces a higher discrimination ratio
with the proper noun lexicons (14 points higher on the place name lexicon
and 26.5 points higher on the last name lexicon) than the conventional
method.

1 Introduction

The Japanesewriting system uses two sets of phonograms(hiragana and katakana)
and one set of logograms (“kanji,” or Chinese characters). A single kanji has one or
morepossible readings,whichare categorizedas “onyomi” (Sino-Japanese reading)
or “kunyomi” (Japanese reading). In some cases, a single kanji character can have
more than 10 different readings.

A Japanese single word is written using one or more kanji characters. Depend-
ing on the anteroposterior characters or even on context, the reading of the kanji
can change. Consequently, some Japanese words are very difficult to read even
for native Japanese speakers. In this paper, we propose a method to measure
the reading difficulty of Japanese words, which could have practical application
in language learning.

The difficulty of Japanese word readings can be attributed to two factors. The
first factor is the difficulty of the kanji. There are 50,000 kanji characters in total.
Only 2136 characters have been designated for everyday use, and rarely used
kanji characters can be difficult to read. The second factor is the irregularity
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Abstract. Formality and its converse, informality, are important dimensions of
authorial style that serve to determine the social background a particular docu-
ment is coming from, and the potential audience it is targeted to. In this paper we
explored the concept of formality at the sentence level from two different perspec-
tives. One was the Formality Score (F-score) and its distribution across different
datasets, how they compared with each other and how F-score could be linked
to human-annotated sentences. The other was to measure the inherent agreement
between two independent judges on a sentence annotation task. It gave us an idea
how subjective the concept of formality was at the sentence level. Finally, we
looked into the related issue of document readability and measured its correlation
with document formality.

1 Introduction

Writing style is an important dimension of human languages. Two documents can pro-
vide the same content, but they may have been written using very different styles [9].
Authors from different social, educational and cultural backgrounds tend to use differ-
ent writing styles [4]. With the evolution of Web 2.0, user-generated content has given
rise to a variety of writing styles. Blog posts, for example, are written differently from
the way academic papers are written. Twitter chats manifest yet another kind of writing
style. Wikipedia articles use their own style guide1.

One prominent dimension of writing style is the formality of a document. Academic
papers are usually considered more formal than online forum posts. The notions of
formality and contextuality at the document level have been illustrated by Heylighen
and Dewaele [7]. They proposed a frequentist statistic known as the Formality Score
(F-score) of a document, based on the number of deictic and non-deictic words (cf.
Section 2). F-score is a coarse-grain measure, but it works well when used to classify
documents according to their authorial style [15].

Classifying sub-document units such as sentences as formal or informal is more dif-
ficult because they are typically much smaller than a document and provide much less
information. For example, the sentence “She doesn’t like the piano” may be considered
informal because it contains the colloquial usage “doesn’t”. But some native English
speakers may think that the usage of “doesn’t” is quite appropriate and formal. So
we note that the notion of formality at the sentence level is subjective. On the other

1 http://en.wikipedia.org/wiki/Wikipedia:Manual of Style
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Abstract. The traditional approach for spoken document retrieval (SDR) uses 
an automatic speech recognizer (ASR) in combination with a word-based 
information retrieval method. This approach has only showed limited accuracy, 
partially because ASR systems tend to produce transcriptions of spontaneous 
speech with significant word error rate. In order to overcome such limitation we 
propose a method which uses word and phonetic-code representations in 
collaboration. The idea of this combination is to reduce the impact of 
transcription errors in the processing of some (presumably complex) queries by 
representing words with similar pronunciations through the same phonetic code. 
Experimental results on the CLEF-CLSR-2007 corpus are encouraging; the 
proposed hybrid method improved the mean average precision and the number 
of retrieved relevant documents from the traditional word-based approach by 
3% and 7% respectively. 

1   Introduction 

The large amount of information existing in spoken form, such as TV and radio 
broadcasts, recordings of meetings, lectures and telephone conversations, has 
motivated the development of new technologies for its searching and browsing. 
Particularly, spoken document retrieval (SDR) refers to the task of finding segments 
from recorded speech that are relevant to a user’s information need [1]. 

The traditional approach for SDR consists in a simple concatenation of an 
automatic speech recognition (ASR) system with a standard word-based retrieval 
method [2]. The main inconvenience of this approach is that it greatly depends on the 
accuracy of the recognition output. It is well known that recognition errors usually 
degrade the effectiveness of a SDR system, and that, unfortunately, current ASR 
methods have word error rates that vary from 20% to 40% in accordance to the kind 
of discourse. 
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Abstract. This paper describes the technique for automatic extraction
of pronunciation rules from continuous speech corpus. The purpose of the
work is to model pronunciation variation in phoneme based continuous
speech recognition at language model level. In modeling pronunciation
variations, morphological variations and out-of-vocabulary words prob-
lem are also implicitly modeled in the system. It is not possible to model
these kind of variations using dictionary based approach in phoneme
based automatic speech recognition. The variations are automatically
learned from annotated continuous speech corpus. The corpus is first
aligned, on the basis of phoneme and letter, using a dynamic string align-
ment algorithm. The DSA is applied to isolated words to deal with intra-
word variations as well as to complete sentences in the corpus to deal with
inter-word variations. The pronunciation rules phonemes → letters are
extracted from these aligned speech units to build pronunciation model.
The rules are finally fed to a phoneme-to-word decoder for recognition
of the words having different pronunciations or that are OOV.

1 Introduction

Pronunciation variations and treatment of out-of-vocabulary (OOV) words in
automatic speech recognition (ASR) have always emerged as one of the biggest
drawbacks for an ASR system. Pronunciation variation can occur because of
dialect, native and non-native speaker, age, gender, emotions, position of words
in the utterance etc.

Pronunciation variations can be incorporated at different levels in ASR sys-
tem as explained in [1]. There are three levels at which pronunciation variations
can be modeled: the lexicon, the acoustic model, the language model. To deal
with pronunciation variations at the lexicon level, different variants of word
pronunciation are added to the lexicon. At the acoustic level, context depen-
dent phone modeling [2,3] has been widely used to capture the phone variations
� This research is supported by the Science Foundation Ireland (Grant 07/CE/I1142)

as part of the Center for Next Generation Localization (www.cngl.ie) at Univer-
sity College Dublin. The opinions, findings and conclusions or recommendations
expressed in this material are those of the authors and do not necessarily reflect the
views of Science Foundation Ireland.
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Abstract. This paper addresses the problem of predicting the pronunciation of 
Japanese words, especially those that are newly created and therefore not in the 
dictionary. This is an important task for many applications including text-to-
speech and text input method, and is also challenging, because Japanese kanji 
(ideographic) characters typically have multiple possible pronunciations. We 
approach this problem by considering it as a simplified machine 
translation/transliteration task, and propose a solution that takes advantage of 
the recent technologies developed for machine translation and transliteration 
research. More specifically, we divide the problem into two subtasks: (1) 
Discovering the pronunciation of new words or those words that are difficult to 
pronounce by mining unannotated text, much like the creation of a bilingual 
dictionary using the web; (2) Building a decoder for the task of pronunciation 
prediction, for which we apply the state-of-the-art discriminative substring-
based approach. Our experimental results show that our classifier for validating 
the word-pronunciation pairs harvested from unannotated text achieves over 
98% precision and recall. On the pronunciation prediction task of unseen words, 
our decoder achieves over 70% accuracy, which significantly improves over the 
previously proposed models.  

Keywords: Japanese language, pronunciation prediction, substring-based 
transliteration, letter-to-phone. 

1   Introduction 

This paper explores the problem of assigning pronunciation to words, especially when 
they are new and therefore not in the dictionary. The task is naturally important for 
the text-to-speech application [27], and has been researched in that context as letter-
to-phoneme conversion, which converts an orthographic character sequence into 
phonemes. In addition to speech applications, the task is also crucial for those 
languages that require pronunciation-to-character conversion to input text, such as 
Chinese and Japanese, where users generally type in the pronunciations of words, 
                                                           
* This work was conducted during the first author’s internship at Microsoft Research. 
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Abstract. Syllabification is a process of extracting syllables from a word. 
Problems of syllabification are majorly caused from unknown and ambiguous 
words. This research aims to resolve these problems in Thai language by 
exploiting relationships among characters in the word. A character clustering 
scheme is proposed to generate units smaller than a syllable, called Thai 
Minimum Clusters (TMCs), from a word. TMCs are then merged into syllables 
using a trigram statistical model. Experimental evaluations are performed to 
assess the effectiveness of the proposed technique on a standard data set of 
77,303 words. The results show that the technique yields 97.61% accuracy. 

Keywords: Thai Syllabification, Thai Minimum Cluster, Trigram Model. 

1   Introduction 

Syllabification is a process to extract syllables from a word. This process is essential 
to many natural language processing tasks, especially for a text-to-speech system. 
Thai language with its unique characteristics both syntactically and semantically 
complicates the problem. 

Many approaches were proposed to handle this task for Thai language, such as 
dictionary-based and rule-based methods. The idea is to group characters and produce 
syllables from the results. The main problem of Thai syllabification is how to handle 
unknown words, ambiguous words that can be differently pronounced, and proper 
names. For example, “ ” (korn), meaning a hand, can be pronounced as “ - ”  
(ka-ra) in a word “ ” (ka-ra-nee), meaning a case or a situation; or “ ” (rat-ta-na), 
meaning gems, can be pronounced as “ ” (rat) in “ ” 
(som-det-phra-tep-pha-rat-rat-su-da-sa-yam-bo-rom-ma-rat-cha-ku-ma-ree), the name 
of a Thai princess. 

This paper proposes a novel technique to resolve these problems by using 
minimum character clustering and a trigram statistical model. The minimum character 
clustering technique is used to reduce time spent in cluster segmentation by grouping 
consecutive characters into clusters whose characters cannot be split further. These 
clusters will then be used in segmentation process instead of iterating though each 

86



Automatic Generation of a Pronunciation
Dictionary with Rich Variation Coverage Using

SMT Methods

Panagiota Karanasou and Lori Lamel

Spoken Language Processing Group, LIMSI-CNRS
91403 Orsay, France

{pkaran,lamel}@limsi.fr

Abstract. Constructing a pronunciation lexicon with variants in a fully
automatic and language-independent way is a challenge, with many uses
in human language technologies. Moreover, with the growing use of web
data, there is a recurrent need to add words to existing pronunciation
lexicons, and an automatic method can greatly simplify the effort re-
quired to generate pronunciations for these out-of-vocabulary words. In
this paper, a machine translation approach is used to perform grapheme-
to-phoneme (g2p) conversion, the task of finding the pronunciation of a
word from its written form. Two alternative methods are proposed to de-
rive pronunciation variants. In the first case, an n-best pronunciation list
is extracted directly from the g2p converter. The second is a novel method
based on a pivot approach, traditionally used for the paraphrase extrac-
tion task, and applied as a post-processing step to the g2p converter. The
performance of these two methods is compared under different training
conditions. The range of applications which require pronunciation lexi-
cons is discussed and the generated pronunciations are further tested in
some preliminary automatic speech recognition experiments.

Keywords: pronunciation lexicon, G2P conversion, SMT, pivot para-
phrasing.

1 Introduction

Grapheme-to-phoneme conversion (g2p) is the task of finding the pronunciation
of a word given its written form. Despite several decades of research, it remains
a challenging task with many applications in human language technologies. Pre-
dicting pronunciations and variants, that is, alternative pronunciations observed
for a linguistically identical word, is a complicated problem that depends on a
number of diverse factors such as the linguistic origin of the speaker and of the
word, the education and the socio-economic level of the speaker and the con-
versational context. Several approaches have been proposed in the literature to
generate pronunciations. The simplest technique is manual creation, often re-
lying on dictionary look-up in multiple resources, but making a pronunciation
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