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Exploring the Lexical Semantics of Dialogue Acts

NICOLE NOVIELLI! AND CARLO STRAPPARAVA?

L Universita degli Studi di Bari, Italy
2 FBK-irst, ltaly

ABSTRACT

People proceed in their conversations through a series of dia-
logue acts to yield some specific communicative intention. In this
paper, we study the task of automatic labeling dialogues with
the proper dialogue acts, relying on empirical methods and sim-
ply exploiting lexical semantics of the utterances. In particular,
we present some experiments in both a supervised and an unsu-
pervised framework on an English and an Italian corpus of dia-
logue transcriptions. In the experiments we consider the settings
of dealing with or without additional information from the dia-
logue structure. The evaluation displays good results, regardless
of the used language. We conclude the paper exploring the re-
lation between the communicative goal of an utterance and its
affective content.

1 INTRODUCTION

When engaged in dialogues, people ask for information, agree with their
partner, state some facts and express opinions. They proceed in their con-
versations through a series of dialogue acts to yield some particular com-
municative intention.

Dialogue Acts (DA) have been well studied in linguistick [1,2] and at-
tracted computational linguistics research for a long tini€ [3,4]. Thereis a
large number of application domains that can benefit from the automatic
extraction of the underlying structure of dialogues: dialogue systems for
human-computer interaction, conversational agents for monitoring and
supporting human-human conversations forums and chat logs analysis
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for opinion mining, affective state recognition by mean of dialogue pat-
tern analysis, automatic meeting summarization and so on. This kind of
applications requires a deep understanding of the conversational structure
and dynamic evolution of the dialogue: at every step of the interaction the
system should be able to understand who is telling what to whom. With
the advent of the Web, a large amount of material about natural language
interactions (e.g. blogs, chats, conversation transcripts) has become avail-
able, raising the attractiveness of empirical methods of analyses on this
field.

In this paper, we study the task of automatic labeling dialogues with
the proper speech acts. We define a method for DA recognition by re-
lying on empirical methods that simply exploit lexical semantics of the
sentences. Even if prosody and intonation surely play a role [€.g. [5,6]),
nonetheless language and words are what the speaker uses to convey the
communicative message and are just what we have at disposal when we
consider texts found on the Web.

We present some experiments in a supervised and unsupervised frame-
work on both an English and an Italian corpus of dialogue transcriptions.
In particular we consider the classification of dialogue acts with and with-
out taking into account dialogue contextual features. We achieved good
results in all settings, independently from the used language. Finally, we
explore the relation between the communicative goal of an utterance and
its affective content, using a technique [7] for checking the emotional
load in a text.

The paper is organized as follows. Secfibn 2 gives a brief sketch of the
NLP background on Dialogue Act recognition. In Secfipn 3 we introduce
the English and Italian corpora of dialogues, their characteristics, DA
labeling and preprocessing. Then, Secfipn 4 explains the supervised and
unsupervised settings, showing the experimental results obtained on the
two corpora and providing detailed results and error analysis. In Section
[5 we presents the results considering also dialogue contextual features.
Section § describes the preliminary results of a qualitative study about
the relation between the dialogue acts and their affective load. Finally,
in Section[J we conclude the paper with a brief discussion and some
directions for future work.

2 BACKGROUND

A DA can be identified with the communicative goal of a given utterance
[1]. Researchers use different labels and definitions to address the com-



EXPLORING THE LEXICAL SEMANTICS OF DIALOGUE ACTS 11

Table 1. An excerpt from the Switchboard corpus

Speaker Dialogue Act Utterance
A OPENING Hello Ann.
B  OPENING Hello Chuck.

A  STATEMENT Uh, the other day, | attended a conference here
at Utah State University on recycling

A STATEMENT and, uh, | was kind of interested to hear cause
they had some people from the EPA and lots of
different places, and, uh, there is going to be a
real problem on solid waste.

OPINION Uh, I didn't think that was a new revelation.

AGREE /ACCEPTWell, it's not too new.

INFO-REQUEST So what is the EPA recommending now?

w>w

municative goal of a sentence: Sealle [2] talks alspgech actSche-
gloff [8] and Sacksl[[9] refer to the conceptadjacency pair partPower
[10] adopts the definition ajame moveCohen and Levesque [11] focus
more on the role speech acts play in interagent communication.

Traditionally, the NLP community has employed DA definitions with
the drawback of being domain or application oriented. In the recent years
some efforts have been made towards unifying the DA annotation [4]. In
the present study we refer to a domain-independent framework for DA
annotation, the DAMSL architecture (Dialogue Act Markup in Several
Layers) by Core and Allen [3].

Recently, the problem of DA recognition has been addressed with
promising results. Stolcke et al.| [5] achieve an accuracy of around 70%
and 65% respectively on transcribed and recognized words by combin-
ing a discourse grammar, formalized in terms of Hidden Markov Models,
with evidences about lexicon and prosody. Reithinger and Klesen'’s ap-
proach [12] employs a bayesian approach achieving 74.7% of correctly
classified labels. A partially supervised framework by Venkataraman et
al. [13] has also been explored, using five broad classes of DA and ob-
taining an accuracy of about 79%. Regardless of the model they use (dis-
course grammars, models based on word sequences or on the acoustic
features or a combination of all these) the mentioned studies are devel-
oped in a supervised framework. Rather than improving the performance
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of supervised frameworks, our main goal is to explore the use of an un-
supervised methodology.

3 DATA SETS

Table 2. The set of labels employed for Dialogue Act

Label Description and Examples Italian English

INFO-REQUEST|Utterances that are pragmatically, seman84% 7%
cally, and syntactically questions‘¥What
did you do when your kids were growing
up?’

STATEMENT Descriptive, narrative, personal statement87%  57%
‘[ usually eat a lot of fruit’

S-OPINION Directed opinion statementd think he det 6%  20%
serves it!

AGREE-ACCEPTAcceptance of a proposal, plan or opinign 5% 9%
‘That’s right’

REJECT Disagreement with a proposal, plan,| o7% .3%
opinion -‘I'm sorry no’

OPENING Dialogue opening or self-introduction| -2% 2%
‘Hello, my name is Imma’

CLOSING Dialogue closing (e.g. farewell and wishps2% 2%
- ‘It's been nice talking to you’

KIND-ATT Kind attitude (e.g. thanking and apology) 9% 1%
‘Thank you!

GEN-ANS Generic answers to an Info-Requestes’,| 4% 4%
‘No’, ‘I don’t know’

total cases 1448 131,265

In the experiments described in this paper we exploit two corpora,
both annotated with Dialogue Acts labels. We aim at developing a recog-
nition methodology as much general as possible, so we selected corpora
that differ in the content and in the used language: the Switchboard cor-
pus [14] of English telephone conversations about general interest topics,
and an ltalian corpus of dialogues in the healthy-eating dornaln [15].

The Switchboard corpus is a collection of transcripts of English human-
human telephone conversations|[14] involving couples of randomly se-
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lected strangers: they were asked to select one general interest topic and
to talk informally about it. Full transcripts of these dialogues are distrib-
uted by the Linguistic Data Consortium. A part of this corpus is annotated
[16] with DA labels (overall 1155 conversations, for a total of 205,000 ut-
terances and 1.4 million Wor(ﬁ)Table{]L shows a short sample fragment

of dialogue from this corpus.

The Italian corpus had been collected in the scope of some previ-
ous research about Human-ECA (Embodied Conversational Agent) in-
teraction: to collect these data a Wizard of Oz tool was emplayed [15] in
which the application domain and the ECA's appearance may be settled at
the beginning of simulation. During the interaction, the ECA played the
role of an artificial therapist and the users were free to interact with it in
natural language, without any particular constraint. This corpus is about
healthy eating and contains overall 60 dialogues, 1448 users’ utterances
and 15,500 words.

Labelling. The two corpora are annotated in order to capture the com-
municative intention of each dialogue move. Defining a DA markup lan-
guage is out of the scope of the present study, hence we employed the
original annotation of the two corpora_|L7]16], which is consistent, in
both cases, with the Dialogue Act Markup in Several Layers (DAMSL)
schemel([B]. In particular the Switchboard corpus employs the SWBD-
DAMSL revision [16]]

Tablg 2 shows the set of labels employed for the purpose of this study,
with definitions and examples: it maintains the DAMSL main character-
istic of being domain-independent and it is also consistent with the orig-
inal semantics of the SWBD-DAMSL markup language employed in the
Switchboard annotation. As shown in Taple 3, the SWBD-DAMSL had
been automatically converted into the categories included in our markup
language. Also we did not consider the utterances formed only by non-
verbal material (e.g. laughter). The DA label distribution and the total
number of cases (utterances) considered in the two data sets are reported
in Table2.

8 ftp.ldc.upenn.edu/pub/ldc/public _data/swb1l _dialogact _
annot.tar.gz

“The SWBD-DAMSL modifies the original DAMSL framework by further
specifying some categories or by adding extra (mainly prosodic) features,
which were not originally included in the scheme.


ftp.ldc.upenn.edu/pub/ldc/public_data/swb1_dialogact_annot.tar.gz
ftp.ldc.upenn.edu/pub/ldc/public_data/swb1_dialogact_annot.tar.gz
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Dialogue Act set of labels with their mapping with the

SWBD-DAMSL correspondent categories

Label SWBD-DAMSL

INFO-REQ |Yes-No questiofgy), Wh-Question(qw), Declarative Yes-No-
Question(qy"d), Declarative Wh-Questiofgw"d), Alternative
('or’) question (gr) and OR-clauséqrr) , Open-Questiortqo),
Declarative("d) and Tag question€g)

STATEMENT|Statement-non-opiniofsd)

S-OPINION |Statement-opinio(sv)

AGREE-ACC|Agreement /acceffba)

REJECT Agreeement /rejedar)

OPENING |Conventional-openinfp)

CLOSING |Conventional-closingfc)

KIND-ATT  |Thanking(ft) and Apologyfa)

GEN-ANS |Yes answer@y), No answergnn), Affirmative non-yes answers
(na) Negative non-no answe(ag)

Data preprocessing.To reduce the data sparseness, we used a POS-
tagger and morphological analyzer[18] for preprocessing the corpora and
we used lemmata instead of tokens. No feature selection was performed,
keeping also stopwords. In addition, we augment the features of each sen-
tence with a set of linguistic markers, defined according to the semantics

of the DA cat
an important
tion of these
output of the

egories. We hypothesize, in fact, these features could play
role in defining the linguistic profile of each DA. The addi-
markers is performed automatically, by just exploiting the
POS-tagger and of the morphological analyzer, according

to the following rules:

— WH-QTN

, used whenever an interrogative determiner is found, ac-

cording to the output of the POS-tagger (e.g. ‘when’ does not play
an interrogative role when tagged as conjunction);
— ASK-IF, used whenever an utterance presents some cues of the pat-

tern ‘Yes/

No’ question. ASK-IF and WH-QTN markers are supposed

to be relevant for the recognition of the INFO-REQUEST category;
— |-PERS, used for all declarative utterance whenever a verb is in the
first person form, singular or plural (relevant for the STATEMENT);

— COND, u

sed when a conditional form is detected.

— SUPER  used for superlative adjectives;
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— AGR-EX, used whenever an agreement expression (e.g. ‘You are
right’, 'l agree’) is detected (relevant for AGREE-ACCEPT);

— NAME, used whenever a proper name follows a self-introduction
expression (e.g. ‘My name is’) (relevant for the OPENING);

— OR-CLAUSE, used when the utterance is an or-clause, i.e. it starts
with the conjunction ‘or’ (should be helpful for the characterization
of the INFO-REQUEST);

— VB, used only for the Italian, it is when a dialectal form of agreement
is detected.

4 MINIMALLY SUPERVISEDDIALOGUE ACT RECOGNITION

It is not always easy to have large training material at disposal, partly
because of manual labeling effort and moreover because often it is not
possible to find it. Schematically, our unsupervised methodology consists
of the following steps: (i) building a semantic similarity space in which
words, set of words, text fragments can be represented homogeneously,
(i) finding seeds that properly represent dialogue acts and considering
their representations in the similarity space, and (iii) checking the simi-
larity of the utterances.

To get a similarity space with the required characteristics, we used La-
tent Semantic Analysis (LSA). LSA is a corpus-based measure of seman-
tic similarity proposed by Landauer [19]. In LSA, term co-occurrences in
a corpus are captured by means of a dimensionality reduction operated by
a singular value decomposition (SVD) on the term-by-document matrix
T representing the corpus.

SVD is a well-known operation in linear algebra, which can be ap-
plied to any rectangular matrix in order to find correlations among its
rows and columns. In our case, SVD decomposes the term-by-document
matrix T into three matriced = UX, VT whereX is the diagonal
k x k matrix containing th& singular values o', 61 > 09 > ... > oy,
andU andV are column-orthogonal matrices. When the three matri-
ces are multiplied together the original term-by-document matrix is re-
composed. Typically we can chooke< k obtaining the approximation
T ~ UEk/VT.

LSA can be viewed as a way to overcome some of the drawbacks of
the standard vector space model (sparseness and high dimensionality).
In fact, the LSA similarity is computed in a lower dimensional space, in
which second-order relations among terms and texts are exploited. The
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similarity in the resulting vector space is then measured with the stan-
dard cosine similarity. Note also that LSA vyields a vector space model
that allows for &homogeneougepresentation (and hence comparison) of
words, sentences, and texts. For representing a word set or a sentence
in the LSA space we use tlpseudo-documemépresentation technique,

as described by Berry [20]. In practice, each text segment is represented
in the LSA space by summing up the normalized LSA vectors of all the
constituent words, using alsafadf weighting scheme [21].

Table 4. The complete sets of seeds for the unsupervised experiment

Label Seeds

INFO-REQ |WH-QTN, ‘?’, ASK-IF

STATEMENT|I-PERS, |

S-OPINION |Verbs which directly express opinion or evaluation (guess,
think, suppose)

AGREE-ACC|AGR-EX, yep, yeah, absolutely, correct

REJECT Verbs which directly express disagreement (disagree, re-
fute)

OPENING |Expressions of greetings (hi, hello), words and markers
related to self-introduction formula (name, NAME)
CLOSING |Interjections/exclamations ending discourse (alright,
okey, ‘'), Expressions of thanking (thank) and farewell
(bye, bye-bye, goodnight)

KIND-ATT |Lexicon which directly expresses wishes (wish), apologies
(apologize), thanking (thank) and sorry-for (sorry, excuse)
GEN-ANS |no, yes, uh-huh, nope

The methodology is unsupervi% we do not exploit any ‘labeled’
training material. For the experiments reported in this paper, we run the
SVD using 400 dimensions (i.&!) respectively on the English and Ital-
ian corpus, without any DA label information. Starting from a set of seeds
(words) representing the communicative acts, we build the corresponding
vectors in the LSA space and then we compare the utterances to find the
communicative act with the highest similarity.

® Or minimally supervised, since providing hand-specified seeds can be re-
garded as a minimal sort of supervision.
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Table 5. Evaluation of the supervised and unsupervised methods on the
two corpora

Italian English
SVM LSA SVM LSA
Label prec rec Flprec rec Flprec rec Fil.prec rec F1
INFO-REQ .92 .99 9596 .88 .92 .92 .84 .88.93 .70 .80
STATEMENT .85 .68 .69.76 .66 .71.79 .92 .85.70 .95 .81
3
.6

S-OPINION .28 .42 .33.24 .42 .3() .66 .44 .53.41 .07 .12

AGREE-ACC .50 .80 .6R.56 .50 .53 .69 .74.71.68 .63 .65
REJECT - - .09 25 .13 - - -].01.01.01
OPENING .60 1.00 .7555 1.00.7) .96 .55 .70.20 .43 .27
CLOSING .67 .40 .50.25 .40 .31 .83 .59 .69.76 .34 .47
KIND-ATT .82 .53 .64 .43 .18 .29 .85 .34 .49.09 .47 .15
GEN-ANS .20 .63 .30.27 .38 .32 .56 .25.35.54 .33 41

micro 71 .71 .71.66 .66 .64 .77 .77 .77.68 .68 .68

Table[4 shows the complete sets of seeds used for building the vec-
tor of each DA. We defined seeds by only considering the communicative
goal and the specific semantics of every single DA, just avoiding the over-
lapping between seed groups as much as possible. We wanted to design
an approach which is as general as possible, so we did not consider do-
main words that would have made easier the classification in the specific
corpora. The seeds are the same for both languages, which is coherent
with our goal of defining a language-independent method. There are only
a few exceptions: in Italian it is not necessary to specify the pronoun
when formulating a sentence so we did not include the ‘I’ equivalent pro-
noun in the seeds for the STATEMENT label; the VB linguistic marker is
used only for the Italian and is included in the seeds for the S-OPINION
vector.

An upper-bound performance is provided by running experiment in
a supervised framework. We used Support Vector Machines [22], in par-
ticular SVM-light package [23] under its standard configuration. We ran-
domly split the two corpora into 80/20 training/test partitions. SVMs have
been used in a large range of problems, including text classification, im-
age recognition tasks, bioinformatics and medical applications, and they
are regarded as the state-of-the-art in supervised learning. To allow com-
parison, the performance is measured on the same test set partition for
both the unsupervised and supervised experiments.
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4.1 Experimental Results and Discussion

We evaluated the performance of our method in terms of precision, recall
and F1-measure (see Taple 5) according to the DA labels given by anno-
tators in the datasets. As baselines we can consider (i) most-frequent label
assignment (respectively 37% for Italian, 57% for English) for the super-
vised setting, and (ii) random DA selection (11%) for the unsupervised
one.

We got .71 and .77 of F1 respectively for the Italian and the English
corpus in the supervised condition, and .66 and .68 respecitvely in the
unsupervised one. The performance is quite satisfying and is compara-
ble to the state of the art in the domain. In particular, the unsupervised
technique is significantly above the baseline, for both the Italian and the
English corpus experiments. We note that the methodology is indepen-
dent from the language and the domain: the Italian corpus is a collec-
tion of dialogue about a very restricted domain (advice-giving dialogue
about healthy-eating) while in the Switchboard corpus the conversations
revolve around general topics chosen by the two interlocutors. Moreover,
in the unsupervised setting we use the same seed definitions. Secondly, it
is independent on the differences in the linguistic style due to the specific
interaction scenario and input modality. Finally, the performance is not
affected by the difference in size of the two data sets.

Error analysis. After conducting an error analysis, we noted that many
utterances are misclassified as STATEMENT. One possible reason is that
statements usually are quite long and there is a high chance that some lin-
guistic markers that characterize other dialogue acts are present in those
sentences too. On the other hand, looking at the corpora we observed
that many utterances that appear to be linguistically consistent with the
typical structure of statements have been annotated differently, according
to the actual communicative role they play. The following is an exam-
ple of a statement-like utterance (by speaker B) that has been annotated
differently because of its context (speaker A's move):

A: ‘In fact, it's easier for me to say, uh, the types of music that | don't
like are opera and, uh, screaming heavy metal.” STATEMENT
B: ‘The opera, yeah, it's right on track.” AGREE-ACCEPT

For similar reasons, we observed some misclassification of S-OPINION
as STATEMENT. The only significative difference between the two labels
seems to be the wider usage of ‘slanted’ and affectively loaded lexicon
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when conveying an opinion. Another source of confounding is the mis-
classification of the OPENING as INFO-REQUEST. The reason is not
clear yet, since the misclassified openings are not question-like. Eventu-
ally, there is some confusion among the backchannel labels (GEN-ANS,
AGREE-ACC and REJECT) due to the inherent ambiguity of common
words likeyes no, yeah ok

Recognition of such cases could be improved (i) by enabling the clas-
sifiers to consider not only the lexical semantics of the given utterance
but also the knowledge about a wider context window (e.g. the previous
n utterances), (ii) by enriching the data preprocessing (e.g. by exploiting
information about lexicon polarity and subjectivity parameters).

5 EXPLOITING CONTEXTUAL FEATURES

The findings in Section 4}.1 highlight the role played by the context in de-

termining the actual communicative goal of a given dialogue turn: manual
annotation of utterances is shown to depend not only on the linguistic re-
alization itself. On the contrary, the knowledge about the dialogue history
constitutes a bias for human annotators.

This is consistent with Levinson’s theory of conversational analysis.
Both local and global contextual information contribute in defining the
communicative intention of a dialogue tufn[24]. In this perspective, top-
down expectation about the next likely dialogue act and bottom-up in-
formation (i.e. the actual words used in the utterance or its acoustic and
prosodic parameters) should be combined to achieve better performance
in automatic DA prediction.

Stolcke et al.[[6] propose an approach that combines HMM discourse
modeling with consideration of linguistic and acoustic features extracted
from the dialogue turn. Poesio and Mikhekv][25] exploit the hierarchical
structure of discourse, described in terms of game structure, to improve
DA classification in spoken interaction. Reithinger and Klesen [12] em-
ploy a Bayesian approach to build a probabilistic dialogue act classifier
based on textual input.

In this section we present some experiments that exploit knowledge
about dialogue history. In our approach, each utterance is enriched with
contextual information (i.e. the preceding DA labels) in form of either
‘bag of words’ or ‘n-grams’. We explore the supervised learning frame-
work, using SVM, under five different experimental settings. Then, we
propose a bootstrap approach for the unsupervised setting. In order to al-
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low comparison with the results in Sectign 4 we refer, for both languages,
to the same train/test partitions employed in our previous experiments.

Supervised We have tested the role played by the context in DA recog-
nition, experimenting with: (i) the number of turn (one vs. two turns)
considered in extracting contextual features (i.e. DA labels) based on the
dialogue history of a given turn and (ii) the approach used for represent-
ing the knowledge about the context, i.e. BafgWords style (BoW) vs.
n-grams.

Data preprocessing involves enriching both, the train and test sets,
with contextual information, as shown in Taple 6. When building the con-
text for a given utterance we only consider the label included in our DA
annotation language (see Taple 2). In fact, our markup language does
not allow mapping of SWBD-DAMSL labels such as ‘non verbal turn’
or ‘abandoned turn’. According to our goal of defining a method which
simply exploits textual information, we consider all cases originally an-
notated with such labels as a lack of knowledge about the context.

Table 6. Enriching the data set with contextual features

natural language input:

(al) STATEMENT ‘I don't feel comfortable about leaving my
kids in a big day care center’

(b1) INFO-REQ ‘Worried that they're not going to get
enough attention?’

(@2) GEN-ANS ‘Yeah’

correspondent dataset item for the utterance a2:

BowW STATEMENT:1 INFO-REQUEST:1 yeah:1

Bigram STATEMENT&INFO-REQUEST:1 yeah:1

Table[T (a) shows the results in terms of precision, recall and F1-
measure. As comparison, we also report the global performance when no
context features are used in the supervised setting. For both the Italian
and English corpora, bigrams seem to best capture the dialogue structure.
In particular, using a BoW style seems to even lower the performance
with respect to the setting in which no information about the context
is exploited. Neither combining bigrams with Baf Words nor using
higher-order n-gram improve the performance.
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Table 7. Overall performance of the different approaches for exploiting
contextual information in the supervised setting (a) and bootstrap on the
unsupervised method (b)

English English
Experimental Setting prec rec F1 Experimental Setting prec rec F1
no context J7 .77 .77 no context .68 .68 .68
1 turn of context 49 .49 .49 Bigrams (2 turns) .70 .70 .70
BoW (2 turns) .76 .76 .76 Italian
Bigrams (2 turns) .83 .83 .83 no context .66 .66 .66
BoW + Bigrams (2 turns) .83 .83 .83 Bigrams (2 turns) g2 .72.72
Italian
no context 71 .71.71 (b)
Bigrams (2 turns) .82 .82 .82

@)

Unsupervised.According to the results in the previous section, we de-
cided to investigate the use of bigrams in the unsupervised learning condi-
tion using a bootstrap approach. Our bootstrap procedure is composed by
the following steps: (i) annotating the English and Italian corpora using
the unsupervised approach described in Sefiion 4; (ii) using the result of
this unsupervised annotation for extracting knowledge about contextual
information for each utterance: each item in the data sets is then enriched
with the appropriate bigram, as shown in TdBle 6; (iii) training an SVM
classifier on the bootstrap data enriched with bigrams. Then performance
is evaluated on the test sets (see Table 7 (b)) according to the actual label
given by human annotators.

6 AFFECTIVELOAD OF DIALOGUE ACTS

Sensing emotions from text is a particularly appealing task of natural lan-
guage processing [26,27]: the automatic recognition of affective states
is becoming a fundamental issue in several domains such as human-
computer interaction or sentiment analysis for opinion mining. Recently
there have been several attempts to integrate emotional intelligence into
user interfaces [28,29.15]. A first attempt to exploit affective informa-
tion in dialogue act disambiguation has been made by Bosma and&Andr
[30], with promising results. In their study, the recognition of emotions is
based on sensory inputs which evaluate physiological user input.
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In this section we present some preliminary results of a qualitative
study aimed at investigating the affective load of DAs. To the best of our
knowledge, this is the first attempt to study the relation between the com-
municative act of an utterance and its affective load by applying lexical
similarity techniques to textual input.

We calculate the affective load of each DA label using the methodol-
ogy described iri[7]. The idea underlying the method is the distinction be-
tweendirect andindirect affective words. For direct affective words, au-
thors refer to the WordNet Affect [31] lexicon, an extension of the Word-
Net database [32] which employs six basic emotion labels (anger, digust,
fear, joy, sadness, surprise) to annotate WordNet synsets. LSA is then
used to learn, in an unsupervised setting, a vector space from the British
National CorpLﬁ As said before, LSA has the advantage of allowing
homogeneous representation and comparison of words, text fragments
or entire documents, using the pseudo-document technique exploited in
Section[ 4. In the LSA space, each emotion label can be represented in
various way. In particular, we employ the ‘LSA Emotion Synset’ setting,
in which the synsets of direct emotion words are considered. The affec-
tive load of a given utterance is calculated in terms its lexical similarity
with respect to one of the six emotion labels. The overall affective load
of a sentence is then calculated as the average of its similarity with each
emotion label.

Results are shown in Takjl¢ 8 (a) and confirm our preliminary hypoth-
esis (see error analysis in Sect[on]4.1) about the use of slanted lexicon
in opinions. In fact, S-OPINION is the DA category with the highest af-
fective load. Opinions are immediately followed by KIND-ATT due to
the high frequency of politeness formulas in such utterances (se€ Table 8

(b).

7 CONCLUSIONS ANDFUTURE WORK

The long-term goal of our research is to define an unsupervised method
for Dialogue Acts recognition. The techniques employed have to be inde-
pendent from some important features of the corpus used such as domain,
language, size, interaction scenario.

In this study we propose a method that simply exploits the lexical
semantics of dialogue turns. In particular we consider DA classification
with and without considering contextual features. The methodology starts

8 http://iwww.hcu.ox.ac.uk/bnc/
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Table 8. Affective load of DA labels (a) and examples of slanted lexicon

(b)

Label Affective Load S-OPINION

S-OPINION 1439 Gosh uh, it's getting pathetic now, ab-

KIND-ATT 1411 solutely pathetic.

STATEMENT .1300 They're just horrid, you'll have nightmares,

INFO-REQ 1142 you know.

CLOSING 0671 That’s no way to make a decision on some

REJECT .0644 terrible problem.

OPENING .0439 They are just gems of shows. Really, fabu-

AGREE-ACC .0408 lous in every way.

GEN-ANS .0331 And, oh, that is so good. Delicious.
KIND-ATTITUDE

(@) I'm sorry, | really feel strongly about this.

Sorry, now I'm probably going to upset you.
I hate to do it on this call.

(b)

with automatically enriching the corpus with additional features (lin-
guistic markers). Then the unsupervised case consists of defining a very
simple and intuitive set of seeds that profiles the specific dialogue acts,
and subsequently performing a similarity analysis in a latent semantic
space. The performance of the unsupervised experiment has been com-
pared with a supervised state-of-art technique such as Support Vector Ma-
chines.

Results are quite encouraging and show that lexical knowledge plays
a fundamental role in distinguishing among DA labels. Though, the analy-
sis of misclassified cases suggested us to (i) include the consideration
of knowledge about context (e.g. the previousitterances) and (ii) to
check the possibility of enriching the preprocessing techniques by intro-
ducing new linguistic markers (e.g. features related to the use of slanted
lexicon, which seems to be relevant in distinguishing between objective
statements and expressions of opinion).

Regarding the consideration of knowledge about the dialogue history,
we have tested first of all the role played by contextual features in differ-
ent experimental settings, achieving promising results. In particular bi-
grams are shown to cause a significant improvement in the DA recogni-
tion performance especially in the supervised framework. The improve-
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ment is less significant in the unsupervised learning condition, in which
a bootstrap based approach is implemented. Improving the bootstrap ap-
proach for including contextual information in our unsupervised frame-
work will be object of further investigation in our future research.

We also performed a qualitative study about the affective load of ut-
terances. The experimental results are preliminary but show that a rela-
tion exists between the affective load and the DA of a given utterance.
According to these experimental evidences, we decided to further inves-
tigate, in the next future, the possibility of considering the affective load
of utterances in disambiguating DA recognition. In particular, it would
be interesting to exploit the role of slanted or affective-loaded lexicon to
deal with the misclassification of opinions as statements. Along this per-
spective, DA recognition could serve also as a basis for conversational
analysis aimed at improving a fine-grained opinion mining in dialogues.
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ABSTRACT

In this paper we present a multilingual algorithm for automatic
extension of an event extraction grammar by unsupervised learn-
ing of semantic clusters of terms. In particular, we tested our al-
gorithm to learn terms which are relevant for detection of dis-
placement and evacuation events. Such events constitute an im-
portant part in the process of development of humanitarian crises,
conflicts and natural and man made disasters. Apart from the
grammar extension we consider our learning algorithm and the
obtained semantic classes as a first step towards the semi-automatic
building of a domain-specific ontology of disaster events. We car-
ried out experiments both for English and Spanish languages and
obtained promising results.

1 INTRODUCTION

Automatic event extraction is a relatively new sub-branch of information
extraction, whose ultimate goal is the automatic extraction of structured
information about events described in text sources, such as news. We
look at the events as complex processes including interactions among
several entities. Each of these participating entities has an event-specific
semantic role, which defines the way in which the entity participates in
the event and interacts with the other entities. The event-specific semantic
roles are related to the nature of the entities to which they are assigned,
however this relation is not straightforward. For example, in the context
of evacuation events, an entity which belongs to the catefoitgdings
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can be assigned the event-specific macuated-placdarget-place-of-
evacuationa place where people are evacuated) or it can be related only
loosely to the dynamics of the event.

In the context of our preceding and current work, this relation is mod-
eled through event extraction grammars which connect linguistic expres-
sions, such as “were evacuated” with semantic classes, suypérsen-
group, facility, etc. and event-specific semantic roles, suchvasuated-
people evacuated-plageetc. For example, the following sample rule de-
tects evacuation events and extracts descriptions of evacuated people and
evacuated places:

person-group:evacuated-peopleere evacuated fromdP(head-noun:
placg: evacuated-place

This rule will match a text like: “Five women were evacuated from a
hotel.” and will extract “five women” asvacuated-peopland “a hotel”
asevacuated-place

In order to automatize partially the process of creation of such rules,
we propose a semi-automatic approach for extending event extraction
grammars. The core of our approach is an unsupervised algorithm for
learning of semantically consistent term clusters. In particular, we tested
our algorithm to acquire terms, which are relevant for detection of dis-
placement and evacuation events. Such events constitute an important
part in the process of evolution over time of humanitarian crises, conflicts
and natural and man made disasters. Apart from the grammar extension,
we consider our learning algorithm and the obtained semantic clusters as
a first step towards the semi-automatic building of domain-specific ontol-
ogy of disaster events.

The starting point for us is an existing event extraction grammar for
detection of evacuations and displacements from online news reports. The
grammar is an integral part of NEXUS [1], an automatic system for event
extraction from online news, which is profiled in the domain of secu-
rity and crises-management.NEXUS makes use of over 90 event-specific
patterns and a noun-phrase recognition grammar to detect boundaries of
phrases which refer to groups of people.Using these two resources the
system can identify text fragments such as “about 200000 people have
abandoned their homes”, where the phrase “about 200000 people” will
be labeled with the event-specific semantic categiisplaced people
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Similarly, NEXUS can identify phrases about evacuations, such as
“five women were evacuated”, where “five women” will be labeled as
evacuated people

However, further, crucial information about these event scenarios is
often encoded by the subcategorization frames in which the main verb
phrases of the patterns may occur or by some verb adjuncts. In both cases,
they consist of highly productive prepositional phrases (with selectional
restrictions), where the noun-phrase head typically belongs to a specific
semantic category. For example, in the text fragment “more than 1000
people were evacuated after a chemical leak” the prepositional phrase
contains the crucial information about the event which caused the evac-
uation. In a similar way, the phrase “20000 people displaced to Beddawi
camp” reports both the number of displaced people as well as the place
where they were moved.

We developed an algorithm which expands automatically the event
extraction grammar by learning a subset of the scenario-related subcate-
gorization frames of verb phrases from unannotated news corpus.

The main part of our learning algorithm is an unsupervised term ex-
traction and clustering approach which is a new way of combining several
state-of-the-art term acquisition and classification techniques.

Clearly, there is far more structure within the subcategorization frames
of the domain-specific verbs than standard surface level patterns of NEXUS
can detect. Consequently, more work will be necessary to obtain a bet-
ter picture about the different syntactic positions in which the semantic
clusters can be introduced with respect to the main verbs. At this stage,
we regard our experiments just as a first step towards automatic or semi-
automatic learning of syntactico-semantic rules.

The rest of the paper proceeds as follows: Section 2 makes a review of
the related work. Section 3 introduces the event extraction grammar, cur-
rently exploited by NEXUS. Section 4 explains our approach for learning
of semantic classes and extending the event extraction grammar. Section
5 describes our experiments and the evaluation we did. Finally, section 6
presents our conclusions and discusses future research directions.

2 RELATED WORK

Relevant to our work are approaches for learning of verb subcatego-
rization frames. In particular the work of [2] share similarities with our

method, as far as it is based on automatic term clustering to acquire se-
mantic clusters in unsupervised manner. However, they rely on manual
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attachment of the obtained semantic clusters to the prepositions. More-
over, their semantic clusters are of limited size and contain only nouns
which appear with specific predicates. Apart from application on very
specific domains, such an approach will require a large training corpus to
compensate for potential data-sparseness problems.

Another group of approaches in this field were introduced by the work
of [3]: They use thesauri or taxonomies, such as WordNet to find the
right level of semantic generalization in the subcategorization frames.
The problem is that these methods are hardly applicable for languages
other than English, due to the extensive use of semantic resources

Clustering and classification of words based on the distributional sim-
ilarity of their contexts is not new: [4] proposed this approach for auto-
matically clustering of nouns. Later, [5] used different syntactic features
to cluster semantically similar words. Recently, the interest to distributional-
similarity approaches was revived in the context of Ontology Learning
and Population - [6] introduced unsupervised approach for ontology pop-
ulation, based on context distributional similarity between named enti-
ties, such as “Trento” and semantic categories, such as “city”; based on
this work, [7] introduced some limited-scale supervision in the form of
semi-automatically acquired seed sets of named entities thus improving
the performance. The approach, presented by [8] uses contextual based
similarity to cluster words into concept clusters; a particular feature of
this work is that it explores deeper the usage of concept attributes such as
contextual features. The problem with these approaches is that they be-
gin with a predefined set of terms, taken from ontologies or other sources,
which are next clustered or classified. It is not clear what will be the per-
formance when combined with term extraction from free texts.

Another type of approaches for semantic classification follow the pio-
neering work of Marti Hearst [9]. It puts forward a small set of hypernym-
hyponym extraction patterns, which relate a concept word, such as “city
with its possible hypernyms, e.g. “place”. A similar pattern-based ap-
proach was used by [8] to extract concept attributes. However, such pattern-
based approaches are strongly affected by the data sparseness problem
(see [7]), some authors promote the use of the Web [10] via a search
engine, which however brings under consideration problems such as effi-
ciency, maximal number of allowed queries, access policies of the search
engines, etc.
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3 EVENT EXTRACTION GRAMMAR

The grammar currently used by NEXUS is a finite state cascade grammar.
The first grammar level recognizes references to groups of people, such
as “100 women”, “fifty Chinese workers”, etc. The first level works on
the top of a tokenizer and a dictionary with person referring nouns, such
as “women”, “workers”, etc., nations, such as “Chinese”, “Russian”, etc.
As an example, consider the following grammar rule which can parse
phrases like “5 Canadian soldiers™:

[person-group] — (digit-number | word-number+) nation? person-
noun-plural

The second grammar cascade combines the recognized person phrases
from the first level with the linear patterns, listed in a dictionary. As an
example consider the following patterns for recognition of displacement
events:

[person-group] were forced out of their homes
[person-group] were displaced
[person-group] were uprooted

These patterns and others of their type are encoded at the second
grammar level through one rule:
[person-group] right-context-displacement-pattern

In this rule right-context-displacement-pattemefers to a class of
string patterns, listed in the pattern dictionary, such as “were displaced”,
“were uprooted”, etc. These strings, when appearing on the right from
a description of a person group, designate a description of displacement
event, in which the person group phrase refers to the displaced people in
this event

4 EXTENDING THE GRAMMAR

The goal of the grammar expanding algorithm is the learning of syntac-
tic adjuncts which are introduced in the description of the events usually
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through prepositional phrases. More concretely, we would like to recog-
nize phrases like “many people were evacuated to temporary shelters”. In
order to do this, our system has to recognize patterns like

[person-group)were displaced tdNP(facility)
whereNP(facility) refers to a noun phrase whose head noun belongs to
the categonyacility, which should be described through a list of nouns.
The grammar should also assign the event-specific semanticoizioel
of-displacemento this noun phrase. In the context of our experiments,
we learn grammar extensions in the form of triplegeposition, semantic
cluster, event-specific rolefror example(to; F; place-of-displacement)
whereF is a cluster of words, which can be considered as belonging to
the categoryfacility in our event specific context.

We do not specify which triple to which pattern can be attached. This
was not done, since many patterns are based on the same verbs or at
least on verbs which share the same or similar sub-categorization frames.
Therefore, the sample triplg(to; F; place-of-displacementyill be en-
coded in the extended grammar as

[person-group] right-context-displacement-patternto
(NP(F)):place-of-displacement

left-context-displacement-pattern [person-groupjto
(NP(F)):place-of-displacement

where F' refers to a cluster, represented via dictionary which contains
words which are likely to béacilities, e.g. “school”, “hospital”, “refugee
camp”, etc. Such rules can recognize text fragments, such as “1000 peo-
ple were displaced to government shelters”, provided that “shelters” is a
member of the clustelr'. Moreover, “government shelters” will be tagged
with the event-specific semantic labelsce-of-displacement

4.1 Algorithm overview

In order to learn such grammar extensions, we propose the following
multilingual machine learning algorithm, on which we elaborate in the
following subsections:

1. Create a superficial seed terminology extraction grammar which recog-
nizes preposition phrases which appear after displacement/evacuation
patterns. We obtained this grammar via extending the multilingual
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event extraction grammar of NEXUS. Note, that this is NOT the fi-
nal extended grammar which was discussed in the beginning of this
section, although its structure is very similar. It is rather a grammar
for extraction of seed terminology.

2. We run the term extraction grammar on a news corpus and we extract
all the pairs of a preposition and a head noun which appear after the
event extraction templates. These pairs are grouped by preposition.
In such a way, we obtain for each preposition a list of nouns which
appear after it.

3. For each preposition, we cluster the corresponding nouns, using dis-
tributional similarity of their contexts.

4. We extend the clusters, using a multilingual term extraction based on
context distribution similarity.

5. Clusters are cleaned using Hearst hypernym-hyponym templates ap-
plied on the Web.

6. Manually, we link each learned pair of a preposition and a semantic
cluster to an event-specific semantic role, suatease-of-displacement

7. Extend the event extraction grammar by adding the learned adjuncts

4.2 Seed terminology extraction grammar

We construct the term extraction grammar by extending the second level
event extraction grammar, described in the previous section. We created
simple noun phrase recognition rules which utilize the output of a mor-
phological processor. These rules constitute an intermediate grammar
level between the first and the second one. The output of this level is
the structureéV P(head : N), which denotes a noun phrase with heéd

The second level rules for displacement and evacuation are modified by
adding an adjunct introduced by a preposition. For example,

[person-group] right-context-displacement-pattern

will become
[person-group] right-context-displacement-pattern Prep NP

wherePrep can match any preposition ahP matches any noun phrase.
Similarly, the preposition and th& P are attached to left context rules
and the same we do for evacuation patterns. This grammar is used during
the learning phase to extract a list of terms which are next used to form
seed semantic classes.
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4.3 Learning semantic classes

We run the term extraction grammar on a news corpus and we extract all
the pairs of a preposition and a head noun which matches the construction
Prep NP(head-noun:n)f the N P has a main noun modified by another
noun, e.g. “rain fall”, then the whole bi-gram is taken as a head noun.
As an example, from the text “five people were evacuated from a burning
hotel”, the term extraction grammar will extract the pair (“from”, “hotel”)

All the extracted pairs are grouped together with respect to the prepo-
sition. For each preposition, we keep only these nouns which appear with
it at least a certain number of times. In such a way we obtain a list of
prepositions, and for each preposition we have a list of associated nouns
(or noun bi-grams, as explained before). For example, let's assume that
for the preposition “after” we obtain the list: “day”, “fire”, “forest fire”,
“dam break”, “flood”, “rainstorm”. Then, the following cluster learning
algorithm is applied:

1. For each word in a cluster we obtain a list of contextual features.
They are uni-grams, bi-grams and tri-grams which co-occur with the
word in a news corpus. Weighting is carried out using an algorithm
similar to the one described in [7], however we use superficial fea-
tures, similar to the ones used by [11]. The feature weighting is de-
scribed in more details in the next subsection.

2. The nouns corresponding to one preposition are clustered based on
their contextual features extracted in the previous step. This step is
necessary, since the same preposition can be followed by nouns from
different semantic classes, which introduce different event-specific
semantic roles. For example, the nouns occurring after the preposi-
tion “after” are clustered in three seed clusters:

— day
— fire, forest fire
— dam break, flood, rainstorm

3. Weignore seed clusters with less than 3 elements as unreliable, there-
fore only the third cluster will remain in the previous example. Since
clusters are formed based on contextual features, then words in a
cluster will tend to appear in similar contexts. According to Har-
ris’ distributional hypothesis words which appear in similar contexts
have similar semantics.

4. We use each seed cluster as a seed set to learn new terms which
have similar contextual features and therefore are semantically sim-
ilar. We used our in-house term extraction system, opulis, to per-
form this task. The system is based on a weakly supervised ontology
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population approach introduced in [7] and modified for the use with

superficial features. From an initial seed set of terms, Ontopopulis

learns a list of terms with similar contextual distribution. The list is
ordered by similarity with the seed set. We use the first 300 most
similar elements from it to form our extended cluster. As an exam-
ple, consider the highest scored members of the extended cluster ob-
tained from the seed cluster “dam break”, “flood”, “rainstorm”; the
top-scored members of the extended cluster, obtained from it, are:

“flood”, “quake”, “floods”, “fire”, “tsunami”, “disaster”, “flooding”,

“earthquake”, “storm”, “cyclone”, “hurricane”, etc.

5. The extended cluster generated by the top 300 elements returned by
Ontopopulis have significant amount of noise due to the big number
of accepted terms. On the other hand, we found that some correct
terms can have low similarity score due to data sparseness, seman-
tic ambiguity, etc. Therefore, reducing the number of the accepted
terms would result in low coverage. In order to improve the seman-
tic consistency of our clusters without discarding many appropriate
terms, we propose a semantic validation approach, based on superfi-
cial hypernym-hyponym patterns, similar to the ones introduced by
Marti Hearst in [9]; we used the Web as a corpus. The approach has

three main steps:

— First, for the seed cluster, for example (“dam break”, “flood”,
“rainstorm”), it forms the plural forms of the words: “dam breaks”,
“floods”, “rainstorms” and queries the Web, using Yahoo API,
with the pattern “such * as W”, where W is substituted with the
plural form of each word in the seed cluster, e.g. “such * as dam
breaks”. For Spanish we used the pattern “W y otros * ".The as-
sumption is that what appears at the position of the asterisk will
be mostly a wordX, such that there is aig-arelation between
the wordW and X . That is,X can be considered a hypernym of
the word, at least in certain contexts.

— Next, we learn one hypernym worH which co-occurs with
most of the words from the seed cluster. (We use a simple co-
occurrence measure based on frequencies). For the example seed
cluster we obtain the hypernym word: “disasters”

— For each wordV from the extended cluster the algorithm forms
its plural formW P and queries Yahoo API with the check pat-
tern “H such as WP’ (for Spanish it becomes “WP y otros H")’,
e.g. “disasters such as hurricanes”. If seven or more pages are
found on the Web which contain the pattern, then the wdird
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is accepted, otherwise it is filtered out from the extended cluster.
In such a way we leave in the clusters mostly words which are
likely to have arnis arelation with one and the same concept. This
improves semantic consistency of the final cluster. Note, that for
English the check pattern is a slightly modified version of the
Hearst pattern used to learn a hypernym in the previous step;
the motivation for using two patterns is empirical - the first one
is more precise and therefore better for learning of hypernyms,
however we found it to be too restrictive as a check pattern.

At the end, we link each semantic cluster with the prepositions from
which its seed cluster co-occurs. Therefore, at the end of this learning
phase we have a list of word clusters, Cs, ...C,,, which are mostly se-
mantically consistent and a list of paifBrep, C;), wherePrep denotes
a preposition and’; denotes a cluster.

CONTEXTUAL FEATURES The basis of the semantic cluster learning are
the contextual features. In our work a contextual feature of a woisl
defined to be any lowercase word, bi-gram or a tri-gram which co-occurs
in a corpus immediately on the left or on the right framit is not a stop-
word, and co-occurs at least certain number of times. The co-occurrence
feature specifies also the position of the n-gram (left or right) with re-
spect to the words. For example, the word “hurricane” has a feature “X
destroyed”, whereX' shows the position of the word (in this case “hurri-
cane”) with respect to the feature. Every contextual feature is weighted,
based on its co-occurrence with the word. Co-occurrence is measured
using the Pointwise Mutual Information. These contextual features were
used both for intital word clustering for obtaining the seed clusters, as
well as for their expansion with Ontopopulis. When measuring the con-
textual similarity of two words, the dot product of their feature vectors is
calculated.

4.4 Extending the event-extraction grammar

As it was pointed out before, at the end of the previous step we obtain
a list of semantic cluster§y, Cs, ..., C,, and a list of pairg Prep, C;),
where Prep denotes a preposition ari@, denotes a cluster. We manu-
ally link each pair to an event-specific semantic role, sucbaase-for-
displacemente.g. “forest fire") target-place-of-displacememheans-of-
evacuation psychological-state-of-evacuatéel.g., “left the building in
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panic”), evacuated-placée.g. “were evacuated from a skyscraper”), etc.
In such away, we transform each péarep, Ci)into a triple (Prep, Ci,
event-role) whereevent-roleis a manually-assigned event-specific se-
mantic role, such asause-for-displacemeriach triple{ Prep, C'i, event—
role) is used to transform each domain specific rule, such as:

[person-group] right-context-displacement-pattern
into

[person-group] right-context-displacement-pattern Token? Token?
Token? Prep NP(head-noun:Ci): event-role

The term N P(head — noun : C;) will match each noun phrase,
whose head noun belongs to the cluster Ci. (We used the noun-phrase
extraction grammar layer, described in the second subsection.) In or-
der to augment the coverage of the extended rules, we allow for several
optional tokens to appear between the original pattern and the prepo-
sitional phrase. Thevent-roleshows what event specific role will be
assigned to the noun phrase, which matcNd3(head — noun : C;).

After several experiments with this grammar we reached the conclusion
that some semantic clusters nearly always introduce the same event spe-
cific role, when appearing closely to the pattern, and this does not de-
pend on the preposition. For example, the cluster with disasters always
shows the reason of displacement. In such cases we omit from the rules
the specification of the preposition and allow for more optional tokens,
which can appear between the pattern and the noun phrase matched by
N P(head — noun : C;). In such a way we increased the generality of
our rules and obtained higher coverage for the extended grammar.

5 EXPERIMENTS AND EVALUATION

We applied our algorithm on English language online news, we obtained
several semantic clusters, which we used to extend our event extrac-
tion grammar and extract three new types of event-specific roles, namely
cause for displacement/evacuatj@vacuated placandtarget place of

the evacuationWe carried out also experiments with Spanish-language
online news. Since we did not have enough time, we did not run the whole
learning algorithm for the Spanish. We learned two semantic clusters for
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this language and added one new semantic role to the Spanish event ex-
traction grammar, namelyause for displacement/evacuation

5.1 Experiments for English

We extended the English language grammar to obtain a term extraction
grammar, as explained in section 4.2. The grammar uses 103 patterns for
displacement and evacuation events.

Then, we run the algorithm for learning of the semantic classes, de-
scribed in section 4.3 : We run the event extraction grammar @@ 8
corpus of news articles excerpts and extracted 11 prepositions which tend
to appear after patterns for evacuation and displacement. For each prepo-
sition the event extraction grammar extracted also a list of nouns which
tend to appear frequently after it. For our experiments we chose 5 of them
for which there were sufficient number of nouns. These were the preposi-
tions: “after”, “to”, “into”, “from” and “in”. For each of them we took the
list of nouns and performed agglomerative clustering, based on contex-
tual features, which were extracted from a news corpus. We chose in ran-
dom a couple of clusters from each preposition; we expanded and cleaned
them using the learning algorithm described in section 4.3. In such a
way, we obtained 8 semantic clusters. We manually labeled with events-
specific semantic roles all, but one of the combinations of preposition-
cluster pairs. We used three types of event-specific semantic calese
for displacement/evaluatigsource (evacuated placapdtarget place of
evacuation/displacemerithen, we expanded the event extraction gram-
mar, as described in section 4.4. In table 1 we list the clusters together
with the main general and specific semantic category which they mostly
represent, the corresponding prepositions with which these clusters were
obtained and the event-specific semantic role, they were assigned.

5.2 Experiments for Spanish

For the Spanish language, we applied partially the learning algorithm de-
scribed in section 4.3. We did not have time to collect necessary data for
running the entire procedure. Instead of applying the whole algorithm,

we translated two English-languages seed clusters into Spanish. More
concretely, the first cluster contained four words, all designating differ-

ent types of buildings and the second one consisted of three words, all
designating disasters. Then, we applied the learning algorithm from step
4. That is, we performed cluster expansion using Ontopopulis and cluster
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Table 1. Evaluation of the semantic consistency of the clusters (SF stands for
Settlement and facility)

sizegen. categorypurity|sub-category purity|prepjev.role
English
cl 67|Calamity 85% Natural disaster | 67%after|Cause|
c2 48| Calamity 85%Natural disaster | 68%after|Cause|
c3 70/SF 70% Facility 39%to |Target
c4 95|SF 75% Facility 58%to |Target
c5 87|SF 71% Facility 62%into |Target
c6 69| Calamity 80% Manmade disaster56%(from|Cause|
c7 111SF 86% Facility 84%from|Source
c8 21 Situation 62% Threat 33%in |-
Spanish
c9 72|Calamity 75% Natural disaster | 71%- Cause
c10 112SF 55% Facility 49%- -

Table 2. Accuracy of assigning event-specific roles using an extraction grammar

CauséTarget placeSource (evacuated plage)
English| 86% 58% 100%
Spanish 32% - -

cleaning using Hearst patterns on the Web. In such a way, we obtained
two extended semantic clusters for Spanish. In our experiments we used
the extended cluster with the disasters to expand the Spanish event ex-
traction grammar with one additional semantic role, nanoalyse for
displacement/evaluatiotwWe did not use the first stage of our algorithm
which extracts seed terms (instead, the seed set was obtained as a trans-
lation of the English seed sets), therefore the clusters were not attached
to specific prepositions. Regarding clustéf, we did not include it in

our grammar and therefore, we did not attach to it an event-specific role,
however it can be used to find target or source places of evacuation and
displacement events.

5.3 Evaluation

We carried out two types of evaluation: First, we evaluate the semantic
consistency of each cluster and second, we run the extended event ex-
traction grammar on a corpus of online news and extracted the entities,
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which were assigned the newly added semantic roles; then we calculated
the accuracy of assigning event-specific roles.

Semantic consistency was calculated by asking one English-speaking
and one Spanish-speaking judge to define which is the semantic category
which is predominant in each cluster. At first, the judge suggested quite
generic categories, then they were asked to choose one more specific sub-
category and to mark the cluster members which belong to the general
category and to the more specific sub-category. Then, we calculated the
purity of the cluster with respect to the generic and to the more specific
categories as a ratio of the words which belong to the category and the
cluster size. Results are presented in table 1.

The average purity of the English-language clusters with respect to
the general category is 77%; it is 58% with respect to the more specific
category. The corresponding purity values for the Spanish clusters is 65%
and 60%. The purity of the Spanish-language clusters is comparable to
the English ones. This is a good indicator for the multilingual nature of
our algorithm. It is also important that cluster members, which we con-
sidered irrelevant for our evaluation, can still be considered relevant for
the domain of displacements and evacuations: For example, our system
learned words referring to vehicles and people, but they were mixed with
other categories in the same cluster.

Regarding the extraction of event specific semantic roles, we run the
extended grammar on an English and Spanish online news corpora, con-
sisting of news clusters (each news cluster is a set of news articles, which
refer to the same topic). For English we used a corpus of about 22,000
clusters and for Spanish we used a corpus of about 33,500 clusters. We
calculated the accuracy of extraction for each of the event-specific se-
mantic roles. We did not calculate recall, since at this stage our extended
grammar was created mostly for experimental purposes and did not en-
code all the possible syntactic variations via which adjuncts can be con-
nected to the event describing phrase. The results are presented in table
2.

The tangible result of our experiments was that new event specific
roles were added to the event extraction grammar. In particular, the new
slot Cause was important, since it captured the events which lead to the
displacement events.

The importance of detecting new semantic roles goes beyond extract-
ing additional information. Detecting a semantic role, sdtiuse to-
gether with some event-specific predicate, such as “flee” can be used to
detect reliably an event of interest. For example, our grammar correctly
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extracts “conflict” as a cause for displacement from the text: “...tens of
thousands of civilians trying tlee thecon flict”. Extracting such infor-
mation allows us to detect reliably a report about a displacement event.

On the other hand, a word, such as “flee” alone does not provide
enough evidence that an event of interest took place. For example, in the
the following text “Meanwhile, the leopard injured several persons while
making repeated attempts féee.”, no displacement event is described,
still the word “flee” appears.

Most of the errors in our experiments were due to poorly clustered fre-
quent words. For example, for Spanish we had the frequent words “pais”
(country) wrongly clustered together with disasters. Similarly, the Eng-
lish word “killing” was clustered together with disasters and calamities,
which lead to incorrect detection of a displacement event. With a little
bit of manual cleaning, the accuracy of the obtained grammars could
significantly be improved. Interestingly, some not very well classified
words lead to grammar performance, which we considered correct. For
example, the word “bomb” was clustered together with “war”, “conflict”
and other disastrous events. However, “bomb” is not an event. Never-
theless, the system extracts “bomb” as a cause for evacuation from the
text: “Thousands of residents flédmb-blasted parts of northern Mo-
gadishu on Tuesday”. This can be considered as a nearly correct match
which lead to correct detection of an evacuation event, although strictly
speaking the cause for evacuation was bombing and not “bomb”. Simi-
larly, “volcano” was clustered as a disaser and subsequently was extracted
as cause for evacuation from the followiing text: “Thousands of people
have been evacuated after@cano erupted” Such examples show that
semantic similarities between words which belong to different categories
(e.g. between “bomb” and “conflict”) can be useful for practical purposes.
Such kind of similarities cannot be found in semantic dictionaries, such as
WordNet, however distributional word clustering successfully finds them.
Clearly, distributional clustering is never 100% correct, however we think
it is much easier to clean the errors from an already acquired dictionary,
rather than creating one from scratch.

6 CONCLUSIONS ANDFUTURE WORK

In this paper we presented a multilingual algorithm for extending event
extraction grammars by unsupervised learning of semantic classes. Al-
though the results can be improved further, they show the viability of our
approach.



42 HRISTO TANEV, MIJAIL KABADJOV, MONICA GEMO

The method we presented here can be used to automatize partially
building of domain-specific grammars, which is quite a laborious task. As
we demonstrated, the method can easily be adapted between languages.

Since our approach obtains word clusters, which model semantic con-
cepts, it can also be used in the process of ontology building.
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ABSTRACT

Together with the growth of the Web 2.0, people saeed
more and more to communicate, share ideas and comme
blogs, social networks, forums and review sites. Withis
context, new and suitable techniques must be deaeifyp the
automatic treatment of the large volume of subjectiata, to
appropriately summarize the arguments presenterkithéde.g.
as "in favor" and "against"). This article assessks impact of
exploiting higher-level semantic information such mamed
entities and IS-A relationships for the automatimsnarization
of positive and negative opinions in blog thredd first run a
sentiment analyzer (with and without topic detecti@md
subsequently a summarizer based on a framework dgaain
Latent Semantic Analysis. Further on, we employw@motated
corpus and the standard ROUGE scorer to automdyical
evaluate our approach. We compare the results nbthusing
different system configurations and discuss theeissnvolved,
proposing a suitable method for tackling this saema
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1 INTRODUCTION

The recent growth in access to technology and tiernet, together
with the development of the Web 2.0 (Social Weldk ted to the birth
of new and interesting social phenomena. On the baed, the
possibility to express opinion “by anyone, anywhere anything”, in

blogs, forums, review sites has made it possibtep&ople all around
the world to take better and more informed decisiah the time of
buying products and contracting services. On theerothand, the
companies and public persons are more informedhenirpact they
have on people, because the large amount of omintxpressed on
them offers a direct and unbiased, global feedbltikeover, people
all over the world can express their opinion on igmues that affect
their lives — events in politics, economics, theiagbsphere — or simply
discuss on their hobbies and everyday lives. Tthespast few years,
due to the growing access to the Internet and ¢#veldpment of such
Web 2.0 phenomena, have lead to the creation owéheof extensive
guantities of subjective and opinionated data. Sofilrmation cannot
be manually processed, although their analysisgdery of opinions,

their classification into positive and negative)uld be useful to a high
diversity of entities (potential customers, comeanpublic figures and
institutions etc.), for a large variety of taskspifdon analysis for
marketing, sociological or political studies, démis support etc.).
Therefore, automatic systems must be built, withdhm of processing
the subjective data available and extracting tHerimation that is

relevant to the users.

For example, when a potential customer is intedeistduying a new
digital camera, they would like to know what othénink about the
features of the different models available on trerkat, within a price
range, and whether others recommend the produsdtolAn automatic
system assisting such a user would have to retaiibe opinionated
texts on the customer’s products of interest, extifze product features
and the opinions expressed on them, classify tiveays as positive or
negative and present the user with percentagessitiye and negative
opinions on each of the product features. One fsteper could be that
of summarizing the positive and negative opiniausthat the users can
read for themselves the reasons for liking or kiisgj the product.

Another example involving the treatment of subjeetilata is that of
a public person constantly monitoring his/her pubithage. Such a
person would require the daily or weekly analydisalb the opinions
expressed on them and their actions. An automatstes
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implementing this task would have to gather all djpinions expressed
on the person every day, analyze them to determhmether they are
positive or negative and present the user with aandew of the

general opinion (in percentages, organized depgndim the opinion

source, or in the form of an extractive summary).

Finally, an example of a system analyzing subjectigta to respond
to the needs of different users is one that is loigpaf extracting, from
discussion threads, such as those present in bilbgsarguments “in
favor” and “against” a topic, be it the economidsisr or cooking
recipes. Such a system can extract the relevanians expressed on
the topic and eliminating the redundant informatipresenting the user
with a clear list of arguments explaining the gahgiew on the matter.

This article presents and compares different methiotblemented
with the aim of creating a system of the latterety@/e show how the
subjective content can be analyzed from the puir@@pand combined
topic-opinion point of view and how the relevanttgacan subsequently
be summarized, based on the polarity of the opgexpressed. In what
follows, Section 2 presents the related work arelipus experiments
in related tasks. Further on, Section 3 motivates &approaches
proposed and indicates the contribution of thisclrtto the task. In
Section 4, we present the data we employ in ouemxents and in
Section 5, we depict the preliminary experimentaideated on it.
Section 6 presents an in-depth description of ¥peements performed
and the results of the different evaluations. Mjnalve conclude in
Section 7, by discussing our findings and proposiglines for future
work.

2 RELATED WORK

While the task of summarization has been tackleaflonger period of
time within the field of Natural Language Procegs{(MNLP), literature

in sentiment analysis has only flourished in thetgaw years, due to
the massive growth in the quantity of subjectivéadavailable on the
web. Thus, whilst there is abundant literature ext summarization [1,
2, 3, 4, 5] and sentiment analysis [6, 7, 8, 9, 1®dre is still limited

work at the intersection of these two areas [11,183. This is easily
explainable by: a) the fact that both systems pariing opinion

mining, as well as those automatically summarizingst have a certain
level of maturity, so that errors do not propagateng the processing
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pipeline; b) the task of summarization within thgmon context may
be different from the traditional view on text suamzation [14].

The 2008 edition of the Text Analysis ConferencéCT2008),
organized by the US National Institute of Standsadd Technology
(NIST), contained a pilot task, within the summatian track — i.e.
Summarization Opinion Pilot. Being a pilot task hit the
summarization track, most of the techniques employ®y the
participants were based on the already existingnsarization systems.
New characteristics were added to these systenacdount for the
assessment of opinions present in the text (sentirpesitive/negative
sentiment, positive/negative opinion). Examplessoth systems are:
CLASSY [15]; CCNU [16]; LIPN [17]; IITSumO8 [18].Other
participants, outside de summarization track, fedusnore on the
opinion mining part of the task, thus doing theriestal and filtering
based on polarity - DLSIUAES [19]- or on separatinfprmation rich
clauses — italica [20]. The results of the commetishowed that, on the
one hand, systems concentrating on the summarnizptd lost on the
opinion content, and, on the other hand, systeneking proper
summarization components lose as far as the litiguysiality of the
results is concerned and introduce much noise dumt being able to
filter out redundant or marginal information.

Zhou and Hovy [21] and [22] present approachesutarsarizing
threads in blogs and online discussions, but fogugin the factual
content. They demonstrate why this type of sumratiom is more
difficult than traditional summarization in newswirand model
subtopics and topic drifts.

Recently, [12] propose an approach to summarizeat® in blogs
using a combination of an opinion mining and a sw@ampation system.
They analyze the output as far as linguistic quabt concerned, to
assess the difficulty of the task in the contexblafgs, demonstrating
that the difficulty in performing opinion summarticm of blog threads
resides in the language used, the topic incongigtemd the high
redundancy of information. [13] claim that topicteletion is crucial to
the summarization of blog threads, but no experisiare done in this
sense.

[14] assess the difference between the traditiotedk of
summarization and opinion summarization in blogspveing that
through the nature of blog texts and the high suhjgy they contain,
opinion summarization differs to a large degreamfrthe traditional
task. They experiment with the hypothesis of whethethis context,
the intensity of polarity is a good summary indazat



EXPLOITING HIGHER-LEVEL SEMANTIC INFORMATION... 49

3 MOTIVATION AND CONTRIBUTION

As demonstrated by the body of research that hadet this issue,
summarizing opinion is a difficult task, especialijpen pursued in the
context of blogs.

Even if the behavior of bloggers has changed inpth& few years,
as shown by the Technorati “State of the blogosggheports in 2008
and 2009 one of the main difficulties when addressing apin
expression in blogs is that it contains many refees to outside
sources, as well as “copy+paste”s from newspaptitles, photos,
videos and other types of multimodal informatiorattisupports the
argument that is made. While in 2006, Zhou and H{RQ06) were
writing that the predominance in blogs is giventhg original blog
message of the blog author, in 2009, we find thatwast majority of
the thread body is given by comments written byeothloggers. This
fact is supported by the Technorati report on thates of the
blogosphere in 2009, where commenting in other $lsgfound to be
one of the strategies employed for attracting aamieto one’s blog,
along with the tagging of content, regular updativfgcontent and
others.

Contrary to the general belief, blogs are mainlyttem by highly
educated people and they can constitute a manneortsult expert
opinion on different subjects. That is why, ousfimotivation in our
experiments to search for and summarize opiniordiféerent topics in
blogs is given by the possibility blogs give to aicg useful and timely
information.

Secondly, the research done so far in this areanbagaken into
consideration the use of methods to detect sentinfet is directly
related to the topic. In the experiments we hawdopmed, we detect
sentences where the topic is mentioned, by usingntaSemantic
Analysis.

Thirdly, most summarization systems do not take gunsideration
semantic information or include Named Entity vatg&arand co-
references. In our approach, also employed in th&C T2009

1 The Technorati reports on the state of the blogesp have been published
online since 2004, and are available at http:/fiechti.com/. They present
statistics and overviews on the number of blogsjrttopics, the social
background and motivation of bloggers, as wellemuiits of questionnaires
enquiring on the behavior of bloggers.

2 http://technorati.com/blogging/feature/state-a-thogosphere-2008/

3 http://technorati.com/blogging/feature/state-a-thogosphere-2009/
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summarization, we employ these methods and showv®wan obtain
better results through their use.

4 DATA

The data used in our experiments is described 2h §hd it has also
been used in [13] and [14]. It consists of 51 btogries with their
corresponding comments (threads) in English, sugmmto a total of
1829 posts with 299.568 words. This corpus wasctsde on the one
hand, because it gives us the possibility to complae results obtained
with the ones reported in the related studies amdthe other hand,
because it contains the annotations of the topgEsudsed in the posts
and labeling of the topic-relevant sentences asgagource (the author
of the text snippet), target (the topic it addre¥spolarity (positive and
negative) and intensity of the polarity (low, mediu high) are
concerned. Although the threads are centered mastlyeconomy,
science and technology, cooking, society and spbeir annotation
contains a finer-grained identification of subtapie e.g. the economic
crisis, idols, VIPs and so on.

The gold standard for the summarization processasked by the
annotations on this corpus. We consider that thieecbsentences that
should appear in the final summaries (separatelysidering the
positive and negative arguments on a topic) are ahes that are
relevant for the topic, have the required polagtyd score high on
intensity.

5 PRELIMINARY EXPERIMENTS

Before reaching the present configuration of theteay, we have
performed several experiments on the presenteddatay as well as on
guotations (reported speech)- shorter pieces ofrégresenting a direct
statement of opinion, from a source to a targainfthese preliminary
experiments, we could extract several useful caieohs, which
influenced the final setting of the experimentsspraed.

5.1 Preliminary sentiment analysis approach

The first and easiest approach that we carriedwag based on two
processing phases: the first one identified thejestive sentences -



EXPLOITING HIGHER-LEVEL SEMANTIC INFORMATION... 51

using the Subjectivity Indicators in [23] - and,the second phase, the
polarity of the sentences classified as subjeatias computed as sum
of the opinion words found in them - using differeombinations of
affect and opinion lexicons: MicroWordNet Opinion24],
SentiWordNet [25], WordNet Affect [26] and a list im-house terms
denominated the JRC List. In order to perform thege steps on the
data, the blog threads were split into files comitaj the initial post and,
individually, the comments given by other bloggers this post and
subsequently the posts were split into sentencieg wsngPipeé. The
best results on the blog data presently used wbtained when a
combination of all resources was employed, leading precision of
classification for positive opinion of 0.67, withracall of 0.22 and a
precision of classification for negative opinion@b3, with a recall of
0.89. The low results were attributed mostly to thek of topic
determination; the analysis of the accuracy fortesgse classification
revealed that many of the sentences had been tgreéassified from
the opinion polarity point of view, but they wer®tnon the topics
identified in the blogs. The summarization procdszsed on Latent
Semantic Analysis [27] had a performance, giventhy ROUGE
scores, of 0.21 and 0.22(Rr positive and negative, respectively) and
0.05 and 0.09 (for Rand Ry, for positive and negative, respectively).

5.2 Opinion classification around Named Entities

Filtering sentences according to their topic, whiea latter is a wide
concept, such as economics or politics, is nofvéatrtask. However,
when the topic is a Named Entity — its mentionglarrits name or title
(e.g. Gordon Brown, mentioned as such, or as Gordotthe British
prime-minister”) — the task becomes easier. Thums,ai parallel
experiment, we tested, under the same conditidres,pbssibility to
classify opinion on different public persons, bygessing the context
surrounding their mentions in newspaper quotatidifse results of
these experiments showed significant improvements the previous
results, with an accuracy of 83% in classifyingmgn among positive,
negative and neutral (objective), using a combamatf MicroWNOp,
the JRC List and the General Inquirer (Stone e1266). We employ
this same strategy in order to compute the opiraanthe topic of
interest, using the topic words discovered with L&Aanchors around
which opinion words are sought.

4 http://alias-i.com/lingpipe/
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6 EXPERIMENTS AND EVALUATION

As seen in the preliminary experiments, the peréoroe of the opinion
summarization, as it was tackled so far (withouking into
consideration the topic) was rather low. Fromhbhenan evaluation of
the obtained summaries, we could see that the nsenti analysis
system classified the sentences correctly as fapason, polarity and
intensity are concerned. However, many topic ikrate sentences were
introduced in the summaries, leaving aside thevagieones. On the
other hand, we could notice that in the experimetatsing into
consideration the presence of the opinion target its1co-references
and computing the opinion polarity around the nmrdiof the target
reaches a higher level of performance. Therefbige¢ame clear that a
system performing opinion summarization in blogsstrinclude a topic
component.

6.1 Sentiment analysis system

In the first stage, we employ the same techniquin dise preliminary
approach, but using only the resources that bestedctogether
(MicrowordNet Opion, JRC Lists and General Inqyir&/e map each
of these resources into four classes (of positiegative, high positive
and high negative, and assign each of the wordseirclasses a value,
of 1, -1, 4 and -4, respectively. We score eacthefblog sentences as
sum of the values of the opinion words identifiadti(Fig.1).

» (Sen?r.elnce fSenL.ence
splitting scoring
BLOGS e
S y
{" JRC
. Lists
N

Fig. 1. Sentiment analysis system
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In the second stage, we first filter out the secés that are
associated to the topic discussed, using LSA. Eurdim, we score the
sentences identified as relating to the topic eflitog post, in the same
manner as in the previous approach (Fig. 2).

( Micro
WNOp
-
(Sel?telnce Sm tence ~
splitting scoring

- | 2
Topic words
identification (LSA)

Fig. 2. Sentiment analysis system with topic words idamaifon through LSA

Topic wordsidentification using L SA. In order to filter for processing
only the sentences containing opinions on the fogst, we first create
a small corpus of blog posts on each of the topictuded in our
collection. These small corpora (30 posts for ezfdhe five topics) are
gathered using the search on topic words on
http://www.blogniscient.com/. For each of these dpora, we apply
LSA, using the Infomap NLP SoftwareSubsequently, we compute the
100 most associated words with 2 of the termsdhatmost associated
with each of the 5 topics and the 100 most assxtiatords with the
topic word. For example, for the term “bank”, whihassociated to
“economy”, we obtain (the first 20 terms):

bank:1.000000;money:0.799950;pump:0.683452;
switched:0.682389;interest:0.674177;easing:0.661366

éuthorised:0.660222;coaster:0.656544;roIIer:0.65654
4,
maintained:0.656216;projected:0.656026;apf:0.655364

’requirements:O.650757;tbills:O.650515;ordering:0.64
8081;
eligible:0.645723;ferguson’'s:0.644950;proportionall
y:0.63358;

integrate:0.625096;rates:0.624235

5 http://finfomap-nlp.sourceforge.net/
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6.2 Summarization system

The summarization process is based on LSA, whichniiched with
semantic information coming from two sources: thedMal Subject
Headings (MeSH) taxonorfiyand a Named Entity recognizer and
disambiguator [28].

The LSA approach to summarization entails a twd-fpfocess:
firstly, a term-by-sentence matrix from the soucéuilt and secondly,
Singular Value Decomposition (SVD) is applied te tmitial matrix.
The decomposition is then used to select the maoftrmative
sentences. The enrichment of semantic informatded place during
the step of building the term-by-sentence matriull Eetails of the
approach can be found in [29].

6.3 Evaluation

We include the usual ROUGE metrics; R the maximum number of
co-occurring unigrams, Rs the maximum number of co-occurring
bigrams, R,4is the skip bigram measure with the addition afjrams

as counting unit, and finally, Ris the longest common subsequence
measure (Lin, 2004). In the cases of the baselistems we present the
averageF1 score for the given metric and within parenthélses 95%
confidence intervals.

Table 1. Summarization performance.

System Ry R, Rsua R
Sent+BLSummy 0.22 0.09 0.09 0.21
(0.18-0.26) (0.06-0.11) (0.06-0.11) (0.17-0.24)
Sent+Summy 0.268 0.087 0.087 0.253
Sent+BLSumm, 0.21 0.05 0.05 (0.02-0.09)0.19
(0.17-0.26) (0.02-0.09) (0.16-0.23)
Sent+Sumipy, 0.275 0.076 0.076 0.249

6 The MeSH thesaurus is prepared by the US Natioibeary of Medicine for
indexing, cataloguing, and searching for biomedieald health-related
information and documents. Although, it was inltiaineant for biomedical
and health-related documents, since it represemsga 1S-A taxonomy it
can be used in more general tasks
(http://www.nlm.nih.gov/mesh/meshhome.html). Adalitally, thanks to
NGO Health-on-the-Net (HON, http://www.hon.ch/)taol for recognizing
terms in free text and grounding them to the Me&kbhomy was available
to us.
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There are four rows in table 1: the first oBent+BLSumga, is the
performance of the baseline LSA summarizer on thgative posts
(i.e., using only words), the second oBent+Summ, is the enhanced
LSA summarizer exploiting entities and IS-A relahips as given by
the MeSH taxonomy, the third on&ent+BLSumpg, presents the
performance of the baseline LSA summarizer on theitipe posts and
the fourth oneSent+Sumig, is the enhanced LSA summarizer for the
positive posts.

Based on table 1 we can say that the results autamith the
enhanced LSA summarizer are overall better than bhseline
summarizer. The numbers in bold show statisticadignificant
improvement over the baseline system (note theyoatside of the
confidence intervals of the baseline system). Tie exception where
there is a slight drop in performance of the enkdmeummarizer with
respect to the baseline system is in the caseeafiehative posts for the
metrics B and R,, however, theF1 is still within the confidence
intervals of the baseline system, meaning the miffee is not
statistically significant.

We note that the main improvement in the perforreant the
enhanced summarizer comes from better precisioredher no loss or
minimal loss in recall with respect to the baselisgstem. The
improved precision can be attributed, on one hémthe incorporation
of entities and 1S-A relationships, but also, oa tither hand, to the use
of a better sentiment analyzer than the one usguiaduce the results
of the baseline system.

We conclude that exploiting higher-level semantifoimation such
as entities and 1S-A relationships does bring gitde improvement for
the opinion-oriented summarization of blogs.

7 CONCLUSIONS

In this paper we measured the impact of exploitimgher-level
semantic information such as named entities an#l t€lationships for
the automatic summarization of positive and negatiginions in blog
threads. We ran in tandem a sentiment analyzer aandl SA-based
summarizer in two configurations: one using onlyrdgowhich we set
as our baseline system, and another one makingnuseldition of
entities and 1S-A relations which we called the amted LSA
summarizer. We used an annotated corpus and thdasth ROUGE
scorer to automatically evaluate the performancewf system. We
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conclude that making use of higher-level semamticrimation as given
by named entities and IS-A relationships does bragtangible
improvement for the opinion-oriented summarizatdmblogs.

In future work, we intend to analyze in more deth# cases where

our system fails as well as the cases where a atdrfcamework for
evaluating summarization system falls short in ptmg adequate
results for the task of producing opinion-oriensetnmaries.
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Thai Rhetorical Structure Tree Construction

SOMNUK SINTHUPOUN AND OHM SORNIL?
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ABSTRACT

A rhetorical structure tree (RS tree) is a repres¢éion of
elementary discourse units (EDUs) and discourseatiahs
among them. An RS tree is very useful to manyptexessing
tasks utilizing relatons among EDUs such as text
understanding, summarization, and question-answerifigai
language with its distinctive linguistic characteiis requires a
unique RS tree construction technique. This arfictgposes an
approach to Thai RS tree construction; it consgdtswo major
steps: EDU segmentation and RS tree constructiao. Aidden
Markov models constructed from grammatical rulese ar
employed to segment EDUs, and a clustering teclenigjth its
similarity measure derived from Thai semantic rukesised to
construct a Thai RS tree. The proposed techniqueasuated
using three Thai corpora. The results show the TRSi tree
construction effectiveness of 94.90%.

Keywords. Thai Language, Elementary Discourse Unit, Rhetbrica
Structure Tree.

1 INTRODUCTION

A rhetorical tree (RS tree) is a tree-likepresentation of elementary
discourse units (EDUs) and discourse relations (ZRs)ng themlt can be

defined as: RS tree = (status, DR, promotion, tafht) where status is
a set of EDUs; DR is a set of discourse relatipnemotion is a subset
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of EDUs; and left and right can either be NULL ecursively defined
objects of type RS tree [14, 16].

Definition of EDU may vary. Some researchers cozisgh EDU to
be a clause or a clause-like [16] excerpt whileerticonsider them to
be a sentence [18] in discourse parsing. A numlbgeahniques are
proposed to determine EDU boundaries for Englistylage such as
those using discourse cues [1, 6, 15], punctuatianks [6, 16], and
syntactic information [16, 18, 19].

Many discourse relations can be used in writingsn&have a single
nucleus such as elaboration and condition whileerstthave multiple
nucleuses such as contrast [13]. A number of tecles for
determining relations between EDUs are proposeth as those using
verb semantics [20] to build verb-based events,ngusicue
phrases/discourse markers (e.g., “because”, “homjesb], and using
machine learning techniques [16].

Chaniak [5] constructs RS trees by using statistteghniques,
taking into account part-of-speech tagging on syntnd using a
corpus like the Penn tree-bank [20] to produceisticél RS trees.
Statistical RS Trees work by assigning probabsitie possible RS trees
of sentences. The probability of an entire RS isethe product of the
probabilities for each of the rules used therein.

Ito, et.al. [10] construct RS trees by using linguistic claes rules
to identify relation types, i.e., clausal-sequernmmjunction, means and
circumstance, and using features of subject and wethe clauses to
predicate adjacent child units of the relations.

For Thai language, Sukvareet.al. [21] purpose a technique to
construct an RS tree by using global and local sipantrees which
makes decisions by discourse markers.

This article proposes a new approach to Thai R® Tomstruction
which consists of two major steps: EDU segmentatod RS tree
construction. Two Hidden Markov models construchemin syntactic
properties of Thai language are used to segmentszBht a clustering
technique with its similarity measure derived freemantic properties
of Thai language is then used to construct a TisairBe.

2 ISSUES INTHAI RSTREE CONSTRUCTION

Thai language has unique characteristics both sictdly and
semantically. This makes techniques proposed foeraanguages not



THAI RHETORICAL STRUCTURE TREE CONSTRUCTION 63

directly applicable to Thai language. A numberroportant issues with
respect to constructions of Thai RS trees are dgguliin this section.

2.1 No Explicit EDU Boundaries

Unlike English, Thai language has no punctuatiomksée.g., comma,
full stop, semi-colon, and blank) to determine bioeindaries of EDUs.
Therefore, EDU segmentation in Thai language besoam@ontrivial
issue.

EDU1 DU2 BB
Thai : [wiw2...wmwm+1lwm+2...wnwn+1lwn+2...wo]
English : [wlw2 ... wm],[wm+1wm+2 ... wn];[wn+1 wn+2 ... wo].

Wherew; is a word in text.

2.2 EDU Constituent Omissions

Given two EDUSs, an absence of subject, object mjurwtion in the
anaphoric EDU may happen, such as a situation waeranaphoric
EDU omits the subject that refers back to the dbjédhe cataphoric
EDU. Accordingly, EDU boundaries are ambiguous.

Thai text : “iRauarzaafnivda wszvingalild” (A friend’s
going to borrow this book because she hasn’t been
able to find it.)

1) [SERaW)V(Axaiin)OMiiida)]eou: [ecause Sb)
Thre? - V(W"%alﬂvlﬁ)]EDuz
possibilities -y 15 fau)v(azanfin)OMieda)]cou
[becausep)S@)V(y1ga i) eous
3) [SEHaw)V(zwaiin)O(®)]eou
[becausep)S@iivda)V(M1ga 1] cous

In addition, the absence of subject, object or gséjmn which is a
modifier nucleus of VP especially in the anaph&@2U makes the use
of word co-occurrence alone not sufficient to detfee the relation
between EDU1 and EDU2. For example,

EDU1: dna léiidndeviuanauauss (A court has ordered partition of
marriage properties.)

EDU2: @1 azdsanannisuan @2 16 (@1 can cancel the partition of
®2.)
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In the example, EDU2 omits subject1a” (court) and object

‘Judnsd’ (marriage properties). Therefore, word co-occocee alone
is not sufficient to determine this relation.

2.3 Implicit Markers

The absences of discourse markers in Thai langaisgeften occurred.

In the example below, " (but) is a discourse marker which is
omitted, but the relation between EDUl1 and EDUZsti§ able to
determine.

EDUL: Aalafidndelvuandususs (A court has ordered partition of
marriage property.)
EDU2: ® n3am3adiiiandu (@ a wife or a husband may contest.)

Therefore, considering markers or cue phrases aonet sufficient
to determine the relation between EDUs.

2.4 Adjacent Markers

Given three EDUs with two markers, as shown inékample below,
two RS Trees are possible.

EDUL: Aalafidndelvuandususs (A court has ordered partition of
marriage properties.)

EDU2: usidnnaamzadfiaanAiu (but if a wife or a husband contests,)
EDU3: Aaazdsunidnnisuan’le (the court can cancel the partition.)

The first possibility, EDUL1 and EDU2 relate firsy la discourse
marker ‘is” (but), next (EDU1, EDU2) and EDU3 relate by a kear
“gi1” (if). For the other possibility, EDU2 and EDU3laee first by a
marker ‘61" (if), next that between (EDU2, EDU3) and EDUlate! by
a marker 6" (but).

| EDU1 | | EDU2 || EDU3 | | EDU1 | | EDU2 || EDU3 |

a) The RS tree with “but” applied firstb) The RS tree with “if” applied first

Fig. 1. Adjacent markers issue
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3 STRUCTURES OFTHAI EDUS

A Thai EDU consists of infrastructure and adjunonstituents. The
twelve possible arrangements of Thai EDUs [17]slr@wn in Table 1.

The structure of an EDU “A teacher usually doeskiihk alcohol” is
shown in Fig. 2.

EDU

AIUSTTNANAT LAULRE
(A teacher usually doesn’t drink alcof

1
Infrastructure of senten
I

8|

Adjunct I
Noun Phrase Verh Phras Noun
Phrast

- Nucleus
Auxiliary
I

AINSFINAN A3 “lai fu Wan
usually ateache doesn’ drink alcoho

Fig. 2. Structure of the EDU “A teacher usually sloédrink alcohol.”

4 EDU SEGMENTATION

This section describes the EDU segmentation tecienjgroposed in
this research. To reduce the segmentation amhbéguitaused from
omissions of words or discourse markers, and theea@ances of
modifiers, noun phrases and verb phrases whichcanstituents of
EDUs are first determined, according to the syntgmtoperties of Thai
language. These phrases are then used to identifydaries of EDUSs.

Table 1: The possible arrangements of Thai EDUs.

EDUs Examples Rules
Vi %7 ('m hungry.) NPs-Vi-NPs
S-Vi Wu-nn (It's rain.)
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Vi-S u'lun-Aeu (Are you pain?)
Vt-O #72- 11 (I'm hungry.) NPo-NPs-Vt:NPo
S-Vt-O sa-gu-16n (The car hit the boy.)
O-S-Vit sUit-Su-qudiassy
(I've already seen this photograph.)
Vit-O-| £l 16 k- -a NPs-Vtt-NPo-NP,
(I haven’t given the patient the
medicine.)
S-Vit-O-1 - 1as-1k-gnnina-uy
(Who gave you the sweet?)
O-S-Vit-l  arwdu-lasaz-azndnanu- qaw  NPo-NPs-Vit-NP
(Who would dare to ask you the
secret?) .
[-S-Vit-O  yiy-fl-alvi-1iuil NP-NPs-Vit-NPo
(Niece, | am going to give you this
house.)
N 111 (Auntie) NPy-NPy
N-N fianna-1As (Whose pen is this?)
N-N fianna-1As (Whose pen is this?)

A noun phrase (NP) is a noun or a pronoun andjiauesions which
may function as one of the four Thai EDU constitsenamely subject
(S), object (O), indirect object (Oi) and nomen .(N)he general
structure of a noun phrase consists of five carestits which are: head
(H), intransitive modifier (Mi), adjunctive modifie(Ma), quantifier
(Q), and determinative (D).

A verb phrase (VP) is a verb and its expansiongkvhay function
as one of the three Thai EDU constituents, namefsamsitive verb
(Vi), transitive verb (Vt) and double transitiveriae(Vtt). The general
structure of a verb phrase consists of four caretits which are:
nucleus (Nuc), pre-nuclear auxiliary (Auxl), postlear auxiliary
(Aux2), and modifier (M).

There are twenty five possible arrangements of mhmase and ten
arrangements of verb phrases [17], which are showiable 2.

4.1 Phrase ldentification

To perform phrase identification, word segmentatiod part of speech
(POS) tagging are performed using SWATH [7] whicltr&cts words
and classifies them into 44 types such as commam r(dCMN),

active verb (VACT), personal pronoun (PPRS), d#inieterminer
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(DDAC), unit classifier (CNIT) and negate (NEG). Adden Markov
model (HMM) [11] employs these POS tag categoredétermine
phrases. The model assumes that at timetdtepsystem is in a hidden
statePC(t) which has a probabilitypy, of emitting a particular visible
state of POS tagag(t), and a transition probability between hidden
statesa;:

a; = p(PG(t+1)|PCi(1))- )

by = p(tag)IPG(1)). @)

wherePC(t) is the phrase constituent at time stepndtag(t) is POS
tag at time step

Table 2: The possible arrangements of Thai NPs/&rsl

Noun Phrases Noun Phrases (cont.) Verb Phrases
H-Ma H Nuc

H-Mi-Ma H-Mi Nuc-Aux2

H-Q-Ma H-Q Nuc-M

H-Ma-Q H-D Nuc-Aux2-M
H-D-Ma H-Mi-Q Nuc-M-Aux2
H-Mi-Q-Ma H-Q-Mi Aux1-Nuc
H-Q-Mi-Ma H-Mi-D Aux1-Nuc-Aux2
H-Mi-D-Ma H-Q-D Aux1-Nuc-M
H-Q-D-Ma H-D-Q Aux1-Nuc-Aux2-M
H-D-Q-Ma H-Mi-Q-D Aux1-Nuc-M-Aux2
H-Mi-Q-D-Ma H-Mi-D-Q

H-Mi-D-Q-Ma H-Q-Mi-D

H-Q-Mi-D-Ma

H-Q-Mi-D-Ma

The probability of a sequence df hidden state$C' = {PC(1),
PC(2), ..., PC(T) kan be written as:

Ty_ & _
p(PC )—t|:|1p(PC(t)|PC(t D) 3)

The probability that the model produces the comwaesing sequence
of POS tagag', given a sequence of PE€" can be written as:
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pltag’ |PCT) = [] pltagt)| PQL) @
t=1

Then, the probability that the model produces auseqgetag’ of
visible POS tag states is:

pltag”) = argmax[] pltag)] PCW)PPCHIPCE-1)  (5)
1n t

The Baum-Welch [11] learning algorithm is appliexd determine
model parameters, i.eg; and by, from an ensemble of training
samples.

Given a sequence of visible staég’, the Viterbi algorithm [11] is
used to find the most probable sequence of hidteassby recursively
calculating p(tag’) of visible POS states. Each temftag(t)|PC(t))
p(PC(t)|PC(t-1)) involve only tag(t) PC(t), and PC(t-1) by the
following definition:

0, t =0and j # initial state
%(j)=1{ 1, t=0and j =initial state (6)

argmax; d;-1(i)ajjbjk, otherwise

Figure 3 shows a phrase identification model ofingtr
“ Rouaraafiumldalaui W10 Eo 1 16D,
sotiud3iedaviinviiviadu” (A friend’s going to borrow this book.
Because shed{;) hasn’t been able to buy itbg). Therefore shedfs)
must borrow it from me.) POS tags of the stringtiﬁau (A friend-
NCMN) aza1a (is going to-XVMM) fin (borrow-VACT) nilv&a (book-
NCMN) au (numerative- CNIT)fI (this-DDAC) wws1e (Because-
CONJ) 52 (she(d,)- -PPRS)li (hasn't been-NEG}m13a (able to-
XVMM) &a (buy-VACT) Hu (it(D,)) gotiu (Therefore-CONJ)58
(she(d;)-PPRS) 3Fvsiad  (must-XVMM)  &u  (borrow-VACT)
nilvda(book-NCMM) u (me-PPRS)”.

The hidden state of a phrase model consists of MN®ook (2/4),
-friend (1/4); PPRS-me (1/4)), D(CNIT-numerativé2)l DDAC-this
(1/2)), Discourse-marker(CONJ-because (1/2), -foeee (1/2)),
Aux1(XVMMe-is going to (1/4), -must (1/4), -able {4/4); NEG-hasn't
been (1/4)) and Nuc(VACT-borrow (2/3), -buy (1/3)).
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Noun Phrase

“Verb Phrase

69

’ —~ —r 3/6 1/2
/
1/6 1/3 S
1/3 172
i 1/2 L
Fig. 3. A phrase identification model.
Wiau Qe fiu wihyda G i
Start NCMN XVMM VACT NCMN CNIT DDAC END
Start 1 0 0 0 0 0 0 0
H 0 1/6*3/ 0 0 8*1¢ 0 0 0
D 0 0 0 0 0 1*16 > 3*10* 0
Marker O | 2/6*0 0 0 0 0 0 0
Auxl 0 360 310> 0 0 0 0 0
/
Nue 0 0 o Yol o 0 0 0
*
End 0 0 0 0 0 0 0 :I:1 10
= 0 1 2 3 4 5 6 7
output Start < H < Auxl< Nuc < H < D < D< End

Fig.4. The results of Viterbi tagging on the phramtification model in Fig 3.

4.2 EDU Boundary Determination

After we determine NPs and VPs, another HMM on E€dldstituents
(shown in Fig. 5.) is then created to determinebtbiendaries of EDUs.
This model can handle the subject and object oamsgiroblems,

discussed earlier.
Fig. 5 shows an example of the

EDU segmentationemém an

EDU “iiiau-azua-fin-wieda-1au-il” (A friend’s going to borrow this

book.)

The EDU segmentation model can be expressed as:
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T
p(tagT) = arg max |'| p(tag(t) | EDUC(t)) p(EDUC(t) | EDUC(t - 1)) (7)
EDUCLNn '

where EDUC(t) is EDU constituent at time stdp andtag(t) is the
phrase tag at time stép

The expressionp(EDUC(t)|[EDUC(t-1))is the probability of EDU
constituent EDUC) at time t given the previousEDUC(t-1) and
p(tag(t)|[EDUC(t))is the probability of phrase tagg(t) givenEDUC(Y).

Noun phrase (Verb Phrase )
@ 2/6 3/6 \X
1/6 1o %
1/4 1.0
Marker
1/4
26—

e

Fig.5. An example of a Thai EDU segmentation model.

Wian U flu vilvda  1du il
Start H Auxl  Nuc H D D END

Start 0 0 0 0 0 0 0
S o\~ 1[1/6%1 0 0 0 0 0 0
o) 0 0 0 0 3*1G> 6*10% 1*10%> 5*10°
| 0 0 0 0 odi/ oY o 0
Marker 0 | 1[2/6*0] 0 0 0 0 0 0
Vi 0 1[3/6*0] ¥ 9*10°& 2*107 0 0 0 0
End 0 0 0 0 0 0y o 0
t= 0 1 2 3 4 5 6 7

Output Stat < S < Vi< Vi< O< O0O< O< End

Fig.6. The results of Viterbi tagging
on the Thai EDU segmentation model in Fig.5.
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4.3 EDU Constituent Grouping

Once EDU boundaries are determined, syntactic ruleBable 1 are
then applied to group EDU constituents into a langsit that will be
usgd to match the semanticvrules in further steps.example a string
“IWau-azaa-du-mivda-lau-ii” (A friend’s going to borrow this
book.), the result from the Viterbi tagging on tBBU segmentation
model is S, Vt, Vt, O, O, O. The matched rule oPPNNPs-Vt-NPy” is
applied, and the result becomes: ‘'NP(V, V), — (NP, NP, NR).”

5 THE REFERENCESSECTION

In this section, we describe our proposed technlzpged on semantic
rules derived from Thai linguistic characteristiosconstruct an RS tree
from a corpus. The rules are classified into thtgges which are

Absence, Repetition, and Addition rules [2, 3, 2, 17]. Given a pair

of EDUs, an author may write by using any comboratf the rules. A

similarity measure is calculated from these rukesg a hierarchical

clustering algorithm employing this measure is usedonstruct an RS
tree.

5.1 Semantic Rules for EDU Relations

Absence Rules

In Thai language, it has been observed that frettyuém writings
some constituents of an EDU may be absent whilmé&aning remains
the same. In the example below, the NP (objent}y” (dessert) is
absent from the anaphoric EDU, according to @ilgO, O).

Cataphoric EDU (Vt-O) asnnazvinauu’lviu (Would you like to make
a dessert?)

Anaphoric EDU (Vt) aa1nas=vin (Yes, | do.)

Repetition Rules

It has been observed that frequently an anaphdid Eelates to its
cataphoric EDU by a repetition of NP (subject, abj@r a preposition
phrase (PP) functioning as a modifier of a nucleus verb phrase
(VP). In the following example, two EDUs relate ayepetition of an

object (NP) {inu” (house), according to the ruig(O, O).
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Cataphoric EDU (Vit-O-1) wurinavaziatinulvitan (I'm going to
sell him a house.)

Anaphoric EDU (Vt-O)  asaneaitunas luu (Which house are you
going to sell?)

Addition Rules

It has been observed that frequently an anaphd@id Eelates to its
cataphoric EDU by an addition of a discourse marleed possibly
accompanied by Absence and/or Repetition rulethdrexample below
a discourse marker#is1e” (because) is added in front of the anaphoric
EDU, according to the rulg (Marker, Before).

Cataphoric EDU (Vit-O-1) duaanasiinmiie (I want to borrow
films.)

Anaphoric EDU (Vt-0)  twszundalile (because | have not
been able to buy it.)

Table 3 lists Repetition, Absence, and Additioresylfor exampley
(S, S) means that the subject of the cataphoric EDtépeated in the
anaphoric EDU;®(S, S) means that the subject is present in the
cataphoric EDU but absent from the anaphoric EDudf & (Marker,
Before) means that a discourse marker is addedrdnt fof this
particular EDU.

5.2 EDU Similarity

Similarity between two EDUs can be calculated fittvn semantic rules
in Table 3, as follows:

5.2.1 Feature Calculations

Given a pair of EDUs, for each rule, an EDU caltedaa feature vector
which consists of the following elements: Subjeédisence of Subject,
Object, Absence of Object, Preposition, Absence Po&position,
Nucleus, Modifier Nucleus, Head, Absence of HeaddMer Head,
Absence of Modifier Head, Marker Before, and Markéter elements.
The value of an element is dependent upon thedf/pae, as follows:
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Table 3: Repetition, Absence, and Addition rules.

Repetition (51) Absence (@)  Addition (JI)

1 (S, S) D (S, S) I (Marker, After)

1 (0, S) @ (O, S) I (Marker, Before)
(S, O) @ (S, O) I (Key Phrase, After)
1 (0, O) @ (0, O) 11 (Key Phrase, Before)
s (S, Prep) @ (Only H, H)

s (O, Prep) @ ((H, M), H)

s (Prep, S) @ ((H, M), M)

s (Prep, O) @ (S, Prep)

s ((S, Prep), (S, Prep)) @ (O, Prep)
s ((O, Prep), (S, Prep)) @ (Prep, S)
s ((Prep, Prep), (S, Prep)) @ (Prep, O)
s ((S, Prep), (O, Prep))

s ((O, Prep), (O, Prep))

s((Prep, Prep), (O, Prep))

s (Only H, Only H)

s (H, M)

st (Only M, Only Nuc)

s (Only M, Only M)

s ((Nuc, M), (Nuc, M))

The following example is used to illustrate caltiaas related to
semantic rules:
EDU1: 211711 (Subjectidsznau (Nucleus)andinssuluasauasa
(Object) (The villagers
perform the family-industry.)
EDUZ2: az (Before)d (Absence of Subject)rvuniu (Nucleus)

gutiGuavné (Object) (and
protect properties of the nation.)

EDU3: andvinssnlumsaunsa (Subject)dviilu (Nucleus)

qutifuavwfi (Object) (Therefore, the
family-industry is a property of thation.)

To describe the calculations related to semant&sruhe following
notations will be usedCc,; is a constituent of the cataphoric EDCh,a
is a constituent of the anaphoric EDBps,; is the position of
cataphoric EDU, andPosy, is the position of anaphoric EDWX:Y
whereX can be either Cataphoric or Anaphoric, &g an element in
the vector of X, e.g.Cataphoric:Subjects the Subject element in the
vector of the cataphoric EDWX:rule is an Addition rule applied tX
(i.e., a cataphoric or an anaphoric EDU).

Features based on an Absencerules:
Feature vectors of the cataphoric and anaphoric £&¥ filled for a
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matched Absence rule, as follows:
If ®(Ceqr.Cana)istruethen

. . |P0§at' Poﬁnal (8)
Cataphori = Anaphori¢Absencef C,,,,) =1-—————2&_
phori€ey phorig ana) Totaltof sentenc

In this example, the properties of EDU1 and EDUZamawith the
rule @(S, S)with the absence of subjectiiu” (villager) in the
anaphoric EDU, thus:

Cataphoric Subject Anaphoric Absencef Subject 1—H

©)

Features based on Repetition rules:
Feature vectors of the cataphoric and anaphoric £i3Uilled for a
matched Repetition rule, as follows:
If O(Ccat-Cana )istruethen
Cataphoric: Ccgt = Anaphoric: Cang
_ |Poscat - Posanal , Total #of repeatingwords (10)
~ Total #of sentences Total #of wordsin sentences

In the example, the properties of EDU1 and EDU3cmatith the

rule s (O, S) with a repetition of an objecadidgnnssulunsauasa”
(family-industries) in the cataphoric EDU as a sabjin the anaphoric
EDU, thus:

Cataphoric Object AnaphoricSubject (1— 1;33) * (% * %) (12)

Features based on Addition rules:
Feature vectors of the cataphoric and anaphoric £i3Uilled for a

matched Addition rule, as follows:
If CataphoricZ] (Marker, After) is true then
Cataphoric:Marker After = Anaphoric:Marker Beforek (12)
else if Anaphorig7 (Marker, Before) is true then
Anaphoric:Marker Before = Cataphoric:Marker Aftert

In this example, the properties of EDU1 and EDUZamawith the
rule I (Marker, Before) at EDU2, thus:

Anaphoric:Marker Before = Cataphoric:Marker After & (13)

5.2.2 Rule Scoring

After for each rule, the two vectors of the EDUrpatie calculated, the
vectors are then combined into a rule score whigtedds on the type
of rule and the distance between the two EDUsplmws:
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Absence and Repetition Rules:

These rules consist of two parts (cataphoric araplaric). If both
parts of an Absence or a Repetition rule are tiluen the rule is true.
But if a part of an Absence or a Repetition ruléaise, then the rule is
false, thus:

if | Pogat- Posanal< MD then
1 (14

RSpsense =[Magnitudeof EDUcataphoric * Magnitudeof EDUAnaphoric

or
Repetition

where Pos, and Pos.. are the positions of cataphoric and
anaphoric EDUs, anMID is the maximum distance between the EDUs
(from experiment®1D = 4 in this research)

Addition Rules:
In this type of rules, if one part of the rule isd, then the rule is
true, thus:

if | Pog.at- POgnd<MD then
15
R3dditiorr[Magnitudef EDW:ataphoricMagnitudef EDUA (15

naphoril

5.2.3 Rule Scoring

Once rule scores are available, similarity betwesvo EDUs
(cataphoric and anaphoric) can be calculated asmadaf all the rule
scores (each normalized into a range from 0 toctpmling to the
CombSum method [8].

6 RHETORICAL TREE CONSTRUCTION

A hierarchical clustering algorithm is applied r@ate an RS tree where
each sample (an EDU in this case) begins in aanustits own; and
while there is more than one cluster left, two ekisclusters are
combined into a new cluster, and the distance baiwie newly
formed cluster and each other cluster is calculatdirarchical
clustering algorithms studied in this researchsdr@wn in Table 4, and
two example RS trees created from two differenbiatigms are shown
in Fig. 7.
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Table 4. Hierarchical clustering algorithms studiethis research.

Algorithms Distance Between Two Clusters

Single Linkage The smallest distance between a lsaimgluster A and a
sample in cluster B.

Unweighted The average distance between a sample in clusted/a

Arithmetic Average ~ sample in cluster B.

Neighbor Joining A sample in cluster A and a samplduster B are the

nearest. Therefore, define them as neighbors.
Weighted Arithmetic  The weighted average distance between a samplesitecA
Average and a sample in cluster B.
Minimum Variance The increase in the mean squdesthtion that would occur
if clusters A and B were fused.

7 EXPERIMENTAL EVALUATION

7.1 Rule Scoring

In order to evaluate the effectiveness of the EBghsentation process,
a consensus of five linguists, manually segmentigUs of Thai
family law, is used. The dataset consists of 105B8s in total.

The EDU segmentation model is trained with 8,00@dcan EDUs,
and the rest are used to measure performance.

The training continues until the estimated traositiprobability
changes no more than a predetermined value of @10the accuracy
achieves 98%.

The performances of both phrase identification a&dDU
segmentation are evaluated using recall (Eq. 18)paecision (Eq. 17)
measures, which are widely used to measure perfarena

#correct (phrasesor EDUs) identified by HMM
#(phrase or EDUSs) identified by linguists

Recall =

(16)

#correct (phrases or EDUs) identified by HMM
total # (phrases or EDUs) identified by HMM

Precision = a7

The results show that the proposed method achtbeescall values
of 84.8% and 85.3%; and the precision values dd%3and 94.2% for
phrase identification and EDU segmentation, re$pelgt
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7.2 Evaluation of EDU Constituent Grouping

In order to evaluate the effectiveness of the EDudstituent grouping,
three corpuses are used which consist of Absente @4 EDUS),
Repetition data (117 EDUs) and a subset of theilfdaw with 367
EDUs). The Absence data contains EDUs mostly thiobewing the
Absence rules while the Repetition data containsstiyothose
following the Repetition rules. Five linguists credraining and testing
data sets by manually grouping EDU constituents.

Table 5 shows the results of grouping EDU constitsi€¢subject (S),
object (0O), indirect object (I) and nomen (N)) bsing rules based on
NPs, assuming the positions of verb phrases (Vi,awd Vtt) are
known. From the results, in general all rules, pxde¢Ps-NPs-Vit-NP,
and NR-NPs-Vtt-NPg, perform well.

Table 5: Performance of grouping EDU constituents

Rules Absence Data Repetition Data Family Law
- NPs NPs NPs
NPs-Vi-NPs (100%) (100%) (100%)
o NPs & NP, NP5 &NPo NP5 &NPo
NPo-NPsVENPo 1 5504 (100%) (100%)
NPs &NPo&NP,  NPs&NPo&NP,  NPs &NPo&NP,
NPS-VILNPO-NPI = o050 o050
NP NPs NPs
NPo-NPs-VIt-NP,  (100%), (100%), (100%),
NP-NP<Vtt-NPo  NPo&NP, NPO&NR NPo&NP,
(91.37%) (79.59%) (90.21%)
N NPy NPy NPy
(100%) (100%) (100%)

To further resolve ambiguities with respect to ¢héwo rules, a
probability table of terms in positions of NBnd NR following Vtt
(P(Vtt] NR, NPy)) is used. The results of determining function&BU
constituents by using the rules based on NPs tegettith the
probability table show higher performance for Alseiata (92.24%),
Repetition data (85.78%), and Family law (93.71%).

7.3 Evaluation of Thai RS Tree Construction

In order to evaluate the effectiveness of the psedoThai RS tree
construction process, linguists manually constrtiee rhetorical
structure trees of three texts used above withad td 568 EDUs. The
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algorithms are evaluated by using recall (Eq. 1®) precision (Eq. 19)
measures. Recall and precision are calculated rehect to how close
an RS tree constructed from the proposed technmtleat created by a
consensus of the linguists.

#correct internal nodes identified by RS Tree

Recall = _ ——— —— (18)
#internal nodes identifi ed by linguists

#correct internal nodesidentified by RSTree

Total #of internal nodesidentified by RSTree

Precision =

(19)

For the Absence and Repetition data sets, thougliaes between
EDUs follow mostly Absence rules and Repetitioreslrespectively,
in reality when examined in details, many typesroles are used
together in writing. For example,

Anaphoric EDU (S-Vt-0)  uswliswuid (S)azAnidan (Vi)
InNY (a2 O)
Bostman will sort letters)
Cataphoric EDU ((S)-Vt-O) uaz (1) (® S)5udy (Vt) aauu1d (a1 O)
(@mwvill deliver letters)

Table 6 shows calculations of recall and precis@nRS trees
created by the Minimum Variance and Unweighted Anietic Average
algorithms, in Fig. 7.

Table 7 shows the results of evaluating Thai R% Tanstruction on
the three data sets. The performance on the Fdavilydataset which
combines many kinds of rules in its content is 8%w9recall and
95.21% precision. The results also show that Unkter) Arithmetic
Average clustering algorithm gives the best perfomoge for Thai RS
Tree construction.

8 CONCLUSIONS

Thai rhetorical structure tree (RST) constructi®amn important task for
many textual analysis applications such as autematixt

summarization and question-answering. This arfrigposes a novel
two-step technique to construct Thai RS tree coimbirmachine

learning techniques with linguistic properties loé fanguage.
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Table 6: RS tree construction performance of twistelring algorithms

Thecorrect RStree  Minimum Variance

Unweighted Arithmetic Average

3 3 3
4 4 4
1 T 1
9’ 9 6’
2’ 2 2’
5’ 5 5
6’ 6’
T 7
8’ 8
7
g’
9
10’
Precision = 9/9 Precision = 6/10
Recall = 9/9 Recall = 6/9
Table 7: Performance of the RS tree construction
Data Num  Clustering Method Recall Precison
EDUs
Absence 84 Neighbor Joining 87.23 89.13
Single Linkage 82.97 84.78
X\r/levrv:gi;%hted Arithmetic 87.23 89.13
Minimum Variance 89.40 91.30
Weighted Arithmetic Average 87.23 89.13
Repetition 117  Neighbor Joining 89.70 91.04
Single Linkage 83.82 85.07
X\r/lgzg]:ted Arithmetic 89.70 91.04
Minimum Variance 77.94 79.10
Weighted Arithmetic Average 89.70 91.04
Family- 367  Neighbor Joining 85.98 86.26
Law Single Linkage 64.01 64.21
Xcggg;gted Arithmetic 94.90 9521
Minimum Variance 63.37 63.57
Weighted Arithmetic Average 90.44 90.73
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—{ The correct RS Tree ‘

%

Minimum Variance

Fig. 7. RS trees from two hierarchical clusteritgpathms
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First, phrases are determined and then are usedetmnent
elementary discourse units (EDUs). The phrase segtien model is a
hidden Markov model constructed from the possiblarmgements of
Thai phrases based on part-of-speech of words, thed EDU
segmentation model is another hidden Markov modebtructed from
the possible phrase-level arrangements of Thai ERiguistic rules
are applied after EDU segmentation to group relatatstituents into a
large unit. Experiments show the EDU segmentatitbectveness of
85.3% and 94.2% in recall and precision, respelgtive

A hierarchical clustering algorithm whose similgnheasure derived
from semantic rules of Thai language is then usedonstruct an RS
tree. The technique is experimentally evaluated, e effectiveness
achieved is 94.90% and 95.21% in recall and pratjsiespectively.
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Grammars and Upper-Level Ontologies

AMAL ZOUAQ, MICHEL GAGNON AND BENOIT OZELL
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ABSTRACT.

Semantic analysis of texts is a key issue for theural

language processing community. However, this armlysi
generally based on a deeply-intertwined syntactid s@mantic
process, which makes it not easily adaptable andaile from
a practical point of view. This represents an oblgao the
wide development, use and update of semantic amslyEBis
paper presents a modular semantic analysis pipétia¢ aims
at extracting logical representations from freettéased on
dependency grammars and assigning semantic roletheo
logical representation elements using an upperevgology.
An evaluation is conducted, where a comparisonuofsystem
with a baseline system shows preliminary results.

Keywords: Semantic Analysis, Logical Analysis, Dependency
Grammars, Upper-level Ontologies, Word sense diggumation.

1 INTRODUCTION

Semantic Analysis is the process of assigning &rgisense to the
different constituents of a sentence or a textthin NLP community,
most of the approaches, such as HPSG [14] andar&tebgrammars
[10, 15], require the use of a semantic lexicoa, is a dictionary that
links words to semantic classes and roles and wesgol sub-
categorization. In fact, this lexicon is the masportant component of
these grammars, since it is encoded as a set afalegntries with
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syntactic and semantic information (feature stmeguor type-logical
lambda-expressions). In the text mining communtgmplate filling,
which also involves knowledge about semantic arqusjeis mainly
used as a way to assign or extract meaning. Sooldepns arise from
this kind of approach. Firstly, it is generally daimdependent,
especially in the Text Mining Community. This invek repeating the
process for each new domain since the identifiddsronust suit the
application domain in order to be accurate. Seggonritie construction
of the lexicon implies a huge effort. It is gengrdhnguage dependent.
Thirdly, semantic analysis (involving sub-categatian) can be
considered as an intertwined process of syntactid aemantic
processing, which make it not easily modularised @pdatable.

Based on these issues, we believe that there =ed of a looser
coupling between the syntactic and semantic inftiona This paper
presents a reflection on what should be a semamtidysis with the
current technologies and formalisms available. rspnts a pipeline
that separates the process of extracting logicptesentations (the
logical analysis) from the process of assigning ain roles to the
logical representation elements (the semantic atioo. These roles
are defined in an upper-level ontology, SUMO [IPfe interest of the
pipeline as proposed here is first the modular neatif the syntactic,
logical and semantic analyzers, which enables eagielates and
focused experimentations that identify the weakees®f each
component of the pipeline, and second, the defimitf semantic roles
in an ontology, which make the approach more easigroperable. In
fact, one of the major problems of SRL systemshis diversity of
semantic roles and their various terminologies #&wmunalisms [8],
which hinder their comprehension from one SRL sysie another.

The paper is organized as follows. Section 2 ptedaniefly the state
of the art in computational semantics. Section 8cdbes the system,
including the knowledge model, the steps involvad, well as the
required knowledge structures (SUMO and SUMO-WortiNg also
lists the syntactic patterns used in the logicadlyger and presents
some of the WSD methods used to assign SUMO sd¢ogbs logical
elements. Section 4 presents an experiment, showveesults in terms
of precision and recall and compares our approaith Waseline
systems. Finally, section 5 summarizes the papet antlines
implications for NLP research.
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2 RELATED WORK

These last years have shown interesting progrefiseitomputational
semantics research. While the majority of recext-hased extraction
works relies on statistical-based shallow techrsqiig, there is still a
non negligible amount of research devoted to thplémentation of
hand-built grammars such as categorical grammé&g HPSG [14],

MRS [4] or TRIPS grammar [1]. These grammars angalls sets of

syntactic rules coupled with semantic componentschvindicate the
role of the rule’s arguments in terms of semantirse drawback of this
approach is that the lexicon is not easily obtadmalmd requires a lot of
manual work from computational linguists. This makbe approach
not easily scalable and not easily adaptable to semvantic analysis
and new models. Moreover, rich grammars such aggostal

grammars are not so easily obtainable or reusable.

Other works such as [13] have addressed the eixitnaat logical forms

for semantic analysis as we do but they did nokléacto our

knowledge, the assignment of semantic roles to ltigical forms.

Finally, very recent works [3] show a growing irgst in producing
deep semantic representations by taking as inputetsult of a syntactic
parser. This paper is in the same line of resedtchivever our work
aims at a looser coupling of the syntactic and sgimdeatures and
leaves the deep semantic aspects to a subseqemf $/SD.

3 A MODULAR PIPELINE FORSEMANTIC ANALYSIS

The semantic analysis adopted in this paper is dutao pipeline that

involves three steps (Fig.1):

1. Syntactic parsing of texts;

2. Logical analysis using a dependency-based grammar;

3. Semantic annotation based on the upper-level omol8UMO
involving word-sense disambiguation.

This modular process is a solution to the abovetimead issues
related to current semantic analysis including timngea modular design
clearly separating syntactic, logical and semardicnotation or
extraction steps, providing a dependency-based rgeanthat could be
comprehensible and reusable by the text mining o community,
making this grammar domain-independent and lexiodependent,
and finally using an ontology as a way to formalgfine semantic roles
and make them understandable from a SRL systemotiher.



88 AMAL ZOUAQ, MICHEL GAGNON, BENOIT OZELL

1 b

™
Knowledge Syntactic Parser Dependency
[ 1 —»  syntactic tree

::>| Logical Analyzerl S i

) emantic

Logical > Analysis

- _
l WordNe l:>[ SIS l representation

SUMO entities
Gy and events
oo i N
Ontolog

Fig. 1. The Semantic Analysis Pipeline

v

Model

v

The following sections explain these steps as @aglthe linguistic
resources needed at each step.

3.1 The Syntactic Analysis

The syntactic analysis is aimed at facilitating thédsequent steps of
logical representation and semantic annotation. Wkeve that this
analysis should be based on deep linguistic arsabsid should not be
limited to simple tagging or surface syntactic pays Our goal is to
propose a method “easily” reproducible, reusablé able to extract
domain-dependent and domain-independent patternis. Should be
perfectly handled by dependency parsing.

Dependency parsing outputs grammatical relatiossbgiween each
pair of words in a sentence. This formalism hawgdaits efficiency in
text mining and we believe that it has the requithdracteristics of a
good grammatical formalism, as it is intuitive, igasinderstandable,
and it enables transparent encoding of predicajeraent structure.
Moreover, current state-of-the-art dependency ameaty seem to be
sufficiently robust to be considered as reliablelgofor knowledge
extraction and this is particularly true for theuSbrd parser, according
to current surveys [16].

Our system uses the basic dependencies format noptiothe
Stanford Natural Language Processing Parser andléigendency
component [6] and transforms the output grammatiektions into a
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tree, represented as a Prolog term. It also erwicthe typed
dependencies with the word grammatical categosash( as verb (v),
noun (n), ...), which are obtained using the Stariopérts-of-speech
output. This operation is important because it shlistinguishing
some patterns using their parts-of-speech. Foranest the parser
output for the sentendganners flap in the wind outside the walls of the
city is presented below. This sentence will be used ragxample
throughout the whole process of semantic analysis.
nsubj(flap-2, Banners-1);prep(flap-2, in-3);det(wi®, the-4);pobj(in-
3, wind-5);prep(flap-2, outside-6);det(walls-8, tAEpobj(outside-6,
walls-8);prep(walls-8, of-9);det(city-11, the-10@ipj(of-9, city-11)
Banners/NNS flap/VBD in/IN the/DT wind/NN outsitle/the/DT
walls/NNS of/IN the/DT city/NN./.

This is transformed into a tree, which ivegi as input to the

logical analyzer:
root/tree(token(flap,2)/v,
[ nsubj /tree(token(banners,1)/n,[]),
prep/tree(token(in, 3)/prep,
[ pobj /tree(token(w nd, 5)/n,
[det/tree(token(the,4)/d,[]1)])]).
prep/tree(token(outside, 6)/prep,
[ pobj /tree(token(walls, 8)/n,
[det/tree(token(the,7)/d,[]),
prep/tree(token(of, 9)/prep,
[ pobj/tree(token(city, 11)/n,
[det/tree(token(the, 10)/d,

(HHHnnhh.

3.2 The Logical Analysis

The logical analyzer presented in this paper iethas the dependency
syntactic tree produced in the syntactic analysp @nd is strongly
related to the approach presented in [17]. In, faoth systems rely on
dependency syntactic patterns to extract logigategentations. While
these representations were used in [18] to gend@t®in ontologies
using measures from graph theory, they are exploliere as an
intermediate step towards an efficient modular s#imaanalysis.
Moreover, one of the new central points of our apph is the use of an
upper level ontology as the semantic lexicon fonaetic analysis and
the use of WSD algorithms in order to assign rolde key points that
should be outlined here is that, first, the logiealalysis does not
depend on a particular lexicon, a particular votadyuor a particular
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domain. Second, this analysis is based on the ceituality
principle, which states that a sentence semangicesentation can be
obtained by the semantic representation of itssp&tere we consider
that a sentence logical representation requiretotfieal representation
of its parts. To our knowledge, there is no presipwoposal to create a
compositional logical analyzer based on dependgnaynmars as we
propose here.

3.2.1 The Knowledge Model

Although the logical analysis does not require tise of a semantic
lexicon, it still needs a conceptual structure map@f a minimal set of
categories. In this project, the categories incluggities, named
entities, events, statements, circumstances, timenber, purpose,
measure and attributes. With these categories.echtisbe as general
as possible, it is easy to express various infdonatontexts and to
remain independent from a particular domain. Altjlout would be

possible to create logical representations usiny xical items, we

believe that using these categories can help tinausic analysis.

There is a straightforward map between our knowdedgodel
categories and grammatical relationships. The \ailg table
summarizes the mapping involved between the syntaategories and
the knowledge model. Sometimes, the knowledge metlhent is
detected through a part-of-speech (POS) (e.g. verbn), but it may
also be detected through a number of grammaticktioaships
(syntactic patterns) necessary to find the relevalement. In the
example column, the words in bold indicate the agtit category
related to the knowledge model element. This kndgée model is
subject to further enhancements in the future.

Table 1. Mapping knowledge model elements with @gtit categories

Knowledge Syntactic Category Example
Model Element
Entity Noun (n) Thecat eats.
Event Verb (v) The cateats
Statement Any pattern involving a | like {to eat in the

clausal complement with  garden}comp
external subject (xcomp)

Circumstance Adverbial clause (advcl) The accidapiplened {as
the night wasalling } agvel
Time Temporal modifier (tmod) He swam in the polalsf
night}tmod

Number Numeric Modifier (num)  200people came to the
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party
Attributes 1. Nominal subj. and 1. The cat isbig
copula 2. He lookstired

2. Adjectival complement 3. He is ahappy man
3. Adjectival modifier
Measure Measure The director isy&Esars
old

Note that these mappings are not performed in tisolaln fact,
relating a knowledge model element to a syntactiegory occurs only
in the context of detecting specific syntactic gats. This prevents the
system from incorrectly assigning a knowledge moeleiment to a
given lexical item. For example, many nominaliaas should refer to
events instead of entities. Assigning them in tbatext of a pattern
enables us to avoid this confusion. These patter@sxplained in the
next section.

3.2.2 The dependency-based Grammar: a Pattermiauge Base
Besides the link between syntactic categories amswledge model
elements, the dependency-based grammar is compufsed set of
patterns coupled with transformational rules. Thades exploit the
dependency representation and create logical remiafons using the
general categories introduced in the knowledge mdde grammar is
divided intocore andmodifiers patterns and is composed, up to now,
of 61 rules. Core syntactic patterns, such as tbk-kmown subject-
direct objectpattern, represent main grammatical structures dha
necessary for parsing the texts. Modifiers patteemesent modifiers
such as prepositions, participial, purpose-cladseporal modifiers
and so on. The patterns are organized into a lkigyawhere richer
patterns containing the maximum number of relatijpsare at the top
level. In our Prolog implementation, the hierardtysimply organized
as a set of rules where “richer” rules are firgdtfilt is worth noting
that many patterns can be instantiated in a samtrsee, including
core patterns and modifiers patterns. Also, somteipes extract
implicit knowledge. For instance, in the phraflee“rabbit's heat] the
logical analyzer will produce a predicated temas-attr (rabbit, heap
from the grammatical relationshpgoss (possessiveAt the subsequent
step of WSD, the “real” meaning of the relatigralt-of, possessetc.)
will be assigned.

The following tables show some of these patternd provide
examples, some of them taken from the Stanford ribecies manual
[5]. A grammatical relationship between brackeidates that it is a
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child of the preceding relationship. For example, nsubj-xcompl-

dobj, a dobj relationship is a child of thecomprelationship. In the
examples column, the words in bold and italics espnt the heads
(root nodes) of the patterns. Head's syntacticgmate is indicated in

italics in the beginning of each pattern. The reasleeferred to [6] to
understand the grammatical hierarchy and the qooreting

grammatical links.

Table 2. Main syntactic patterns

Patterns Examples
Verb-nsubj-dobj-iobj {Mary}suj gave {Bill} oy a {raise}ion;
Verb-nsubj-dobj- {The peasantj, carries {the rabbit}y;,
xcomp {holding} ycomp it by its ears
Verb-nsubj-dobj {The cats; €ats {a mouse}qy;
Verb-nsubj-xcomp|- {Michel} ;sup; likes to {eat}comp {fish} gob
dobj]

Adjectivensubj-xcomp  {Benoit}sy; is ready to {leavekcomp

Verb-csubj-dobj What Amal {said},,j makes {sense};qp;

Verb-nsubj-expl {Thereg,p is a small {bushjsup;

Adjectivensubj-cop {Benoit}sup; {iS} cop NaPPY

Nounnsubj-cop {Michel}gp; {iS} cop @aman

Verb-nsubj-acomp {Amalj,p; looks {tired} acomp

Verb-xcomp-ccomp Michesays that Benoit {likeSkcomp to {SWiM}ycomp

Verb-nsubj {The catjs,, eats

Verb-dobj Benoit talked to Michel in order tacure {the
accountloy,;

Verb-nsubjpass-prep  {The manjsujpasshas beetkilled {by} ., the police

by
Verb-csubjpass-prep  That he {lied}ksupjpassWassuspected {by} prep

by everyone
Verb-nsubjpass {Bills}subjpass Weresubmitted

Table 3. Modifiers patterns

Modifiers Patterns Examples
(Modifiers)

Partmod[prep] There is gardesurrounded by houses.
Prep[pcomp] They heardabout Mia missing classes.
Prep (after a noun) Vincent discovered the mith a telescope.
Prep (after a verb) Bills were submittedthe man.
Amod Thewhite cat eats
Tmod Vincent swam in the pool lastght

Advcl The accident happened as the night falig .
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Ccomp Michel says that Benolikes to swim.

Purpcl Benoit talked to Michel in order t@ecure the
account.

Infmod The following points are testablish

Measure The director is 3®arsold.

Num The director i55 years old.

Poss The peasant taps thbbit’s head with his fingers.

Quantmod About 200 people came to the party.

Advmod Genetically modified food is dangerous.

Rcmod Michel loves a cat which Benadores

At present, the grammar does not handle anaphesalution
automatically and conjunctions are computed based dlistributive
interpretation only, which may not lead to a cotrigxterpretation in
some cases. Future work should tackle these issues

3.2.3 The Transformational Approach
Each pattern is a Prolog rule that builds a logiogpresentation
according to the fired pattern. Since we use a @mitipnal approach,
each fired rule builds a part of the sentence amalyrhe resulting
representation is a predicative flat formula conagbef predicates (the
knowledge model elements) applied to lexical elesieas well as
predicates resulting from prepositional relationsd apredicates
indicating if an entity has already been encourténethe discourse or
if it is a new entity. Relationships between pratiés are represented
through their arguments and referential variables assigned to the
instantiated knowledge model elements.

Following our example sentence, the resulting lalgiepresentation
is: out si de(el, id3), of(id3, id4), entity(id4, city),
resolve_e(id4), entity(id3, walls), resolve_e(id3),

in(el, id2), entity(id2, wi nd), resol ve_e(id2),
event (el, flap, idl), entity(idl, banners),
new_e(idl).

This formula states that there are a number otiesticity, wind,
etc), an eventflap) involving the entitybannerand two relationships
“outsidé and “of’. “Outsidé involves the event oflapping eland the
entity walls. The predicaterew_eandresolve_eare used to indicate if
the entity has already been encountered in previeestences
(resolve_g&or not fiew_¢. This will help us in anaphora resolution.

An example of a Prolog rule for thesubj-dobjpattern is shown
below. The rule involves the discovery of the twadationships of
interest (isu and dob)) and calls thesemparseprocedure. This
procedure creates a logical representation forngwbjand thedobj
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sub-trees and finally produces an instance of agntewbject that
combines these two outputs.

senpar seMai nPattern(tree(Node/v, Children),tree(Node
/v, Rest),
I d, Sem n, [event (1d, Node, | dAgent, |1 dObj ect) | SenmCut]):

sel ect (nsubj/tree(N1/ _, Cl), Children, R1),

sel ect (dobj /tree(N2/ _, C2), Rl, Rest),
senparse(tree(N1/n, Cl), , | dAgent, Senl n, Sentl),
senparse(tree(N2/n, C2), _,1dObj ect, Seml, SemCut ),

gensyn(e, 1d).

3.3 The Semantic Annotator

The obtained logical representation elements shih@d be assigned a
sense. One of the tasks of a SRL system is to adelgusegment

predicates and their arguments before their ciaasibn into a specific

set of roles. Due to the logical analysis, argumant predicate

segmentation is already done and the semantic aonathould then

focus on assigning an appropriate role to theseeseptations. Here,
we mainly focus on entities and events in the lalgiepresentations but
further work should explore the whole structure.

3.3.1 The SUMO Upper-Level Ontology

One of the difficulties in semantic role labelling that most of the
approaches use very specific subsets of semaiie and do not agree
on the roles to be used. Using an upper-level ogioknables a high-
level and formal definition of these roles. Moregvthe interest of
using an ontology instead of a flat set of roleshis ability to use its
hierarchical and conceptual structure in orderdlp the WSD process,
ascertain the correctness of the identified rotesreason about the
annotated roles. In the context of the Semantic Wb last point is
very important, as the annotated texts will be nregfnl to multiple
SRL systems which should foster reusability andrimperability.

The Suggested Upper Merged Ontology (SUMO) [1Hnontology
composed of about 1000 terms and 4000 definitistbements. It has
been extended with a Mid-Level Ontology (MILO), aachumber of
domain ontologies, which enable coverage of variapplication
domains. SUMO has also gone through various deusdogs stages
and experimentations, which make it stable.

One interesting feature of SUMO is that its varisih-ontologies
(base, structural, MILO, and domain ontologies) imdependent and
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can be used alone or in combination. Here, we erploit the upper
level, meaning that we take into account only thd/® ontology itself

(merge.kif). Another point is its mapping from leai items (terms) to
general high-level concepts. In fact, SUMO [11]nmpped to the
widely used WordNet computational lexicon [7]. TREMO-WordNet

mapping links each synset in WordNet to its SUM@ssethrough three
types of relationships: equivalent links, instafinks and subsumption
links. Despite the fact that this mapping can brergprone, we believe
that it represents an excellent demonstration of karious state-of-
the-art resources can be used in a modular pipé€line other point is
that choosing this upper-level ontology is notraitation and can be
extended by a domain ontology if this is required.

3.3.2 Word Sense Disambiguation

Choosing the appropriate role involves the use &DAalgorithms. At
this point of our work, we have implemented a numbk standard
knowledge-based unsupervised WSD methods. The ehmt
unsupervised methods is guided by the same mativadis for the
whole pipeline: avoiding costly and hard-to-buéahguage resources.

The interest of the pipeline at the level of WSDhat the predicates
and arguments to be disambiguated are alreadylldantified in the
logical representations. One step further wouldtdaise the whole
logical representation itself as a way to direc¢ ttisambiguation
process. We are currently working on this.

Among the WSD methods, we used a number of Leskekbr
algorithms namely the Simplified and Original Leske also
implemented a version of the [2] algorithm which based on a
semantic network extracted from WordNet to buildtcatext feature
vector for the term to be disambiguated. We retitsb on a baseline
widely used in SRL evaluations: the most frequamise. Finally, we
used an algorithm that relies on co-occurrencegufracies extracted
from SEMCOR to determine the number of overlappargns between
these co-occurring terms and the context of tha terdisambiguate.

In all these implementations, if the algorithm $atio identify a
particular sense, it then backs off to the mosjdeant sense. Below are
the annotated entities and events in our exampliesee. Here we only
show the SUMO-based annotations but we also keepWhbrdNet-
based annotations in the knowledge base.

This results into the following SUMO-based semangigresentation

of the example sentenceutside(el, id3), of(id3, id4),
entity(id4, SUMOCity), resolve_e(id4), entity(ids3,
SUMO: StationaryArtifact), resol ve_e(id3), in(el,
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id2), entity(id2, SUMX Breathing), resolve_e(id2),
event (el, SUMD Motion, idl), entity(idl, SUMO
Fabric), new_ e(idl).

Of course, the system can also produce the WorbtiBistd semantic
representation: outsi de(el, i d3), of (i d3, i d4),
entity(id4, N city%d: 15:00::), resol ve_e(i d4),
entity(id3, VN wal | 94: 06: 01::), resol ve_e(id3),
in(el, i d2), entity(id2, VN wi nd%: 04: 01::),
resolve_e(id2), event(el, W\ flap%:38:00::, idl),
entity(idl, WN: banner9%:06:00::), new e(idl).

4 EVALUATION

Evaluating such a rich pipeline is a challenge tself. In fact, it

involves evaluating the syntactic, logical and setica annotation.

Based on current reviews of the Stanford parsechvbescribe a good

performance [16], we decided to focus on the Idgaad semantic

annotation evaluations. Two types of experimentsewenducted using
the well-known precision and recall metrics:

* A first experiment involving a small corpus of thrdescriptive texts
(185 sentences) manually annotated using SUMO seénserder to
build a SUMO gold standard. This corpus helpednupdrforming
the logical form evaluation as well as the semaantigotation;

* A second experiment on the Senseval 3 datasethirBnglish
lexical sample task [9] which enables to test thmsen WSD
algorithms on a standard dataset and to compareethdts with
similar systems. This second experiment does nhbt oa the
previous logical form extraction.

For comparison purposes, we used the most freqaggrse baseline
in both experiments. Precision and recall are ¢ated as follows:
Precision= items the system got correct / total numbeteyhs the
system generated
Recall = items the system got correct / total numbeetdvant items
(which the system should have produced)

4.1 Logical Analyzer Results

This section tests the logical analyzer and theiaay of the resulting
logical formula by measuring the precision and tegfthe extracted
entities and events in the first corpus using attgons. These results
are summarized in Table 4.
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Table 4. The logical analysis results in termsrdites and events

Precision % Recall %
Entities 94.98 80.45
Events 94.87 85.5

From these experiments, it is clear that our seimamalyzer yields
promising results. Most of the time, the incorrewtities and events are
due to a wrong syntactic parsing from the Stanf@adser. There are
also some patterns that are not yet identified whitake the recall
lower. These results should be later completed aittevaluation on a
bigger corpus, they should be detailed in termscoffrectness of
predicates, arguments and whole logical formul&3 §hd finally, they
should include the whole logical representation aot be limited to
entities and events.

4.2 Semantic Annotator Results

Semantic annotation (as an isolated module) wasdesver the first

corpus as well as the Senseval data (English lexsample task).

Various algorithms were tested mainly using knogketased

methods, including:

* The Simplified and Original Lesk algorithms as wal derivatives
such as [2].

* An algorithm computing the most frequent sense dbase the
WordNet frequencies (extracted from SEMCOR) for thinst
corpus, and based on term frequencies in the migaidata for the
Senseval dataset.

e An algorithm, dubbedrequency of co-occurrencepmputing the
overlap between the context of the term to be disguated and a
vector of frequently co-occurring terms for eachsseof the term
together with their frequency. In the case of tingt torpus, these
co-occurrences frequencies are extracted from tEMCOR
corpus whereas they are extracted from the Sens@iaing data
in the second corpus.

Many context sizes were tested for all these algms including all
previous sentences and various words and sentendews (from O to
4) as well as the logical graph structure obtaindtie logical analysis.

Due to a lack of space and to the fact that WSIiself does not
represent our contribution in this paper, we sinpisent the results of



98 AMAL ZOUAQ, MICHEL GAGNON, BENOIT OZELL

the best performing algorithm together with the tmipequent sense
baseline without entering into the details of eaichplemented
algorithm (the reader is referred to references atate-of-the-art
literature). We did not obtain the best performamsing only one
algorithm on the three texts (first corpus) but &gee and Pedersen
algorithm [2] was always among the top-ranking &thms for entity
annotation. Events were best disambiguated usieguéncy of co-
occurrence (text 1), most frequent sense (textnd) Simplified Lesk
(text 3). The following table shows the mean of pecision and recall
obtained for the three texts. As can be shown, #hgorithm
outperforms slightly the most frequent sense baseNVe are seeking
better results and future work will explore gragséd WSD
disambiguation based on the logical analysis fdfarther experiment
should also explore the impact of the corpus charistics on the
performance and the choice of WSD algorithms.

Table 5. A comparison of the precision/recall restdr the two algorithms
(WSD and most frequent sense)

Best Best Most Most
Algorithm Algorithm Frequent Frequent
(Precision) (Recall) (Precision) (recall)
SUMO 87.08 73.76 84.67 71.65
entities
SUMO 75.69 68.16 71.54 64.29
events

Regarding the Senseval corpus, we were able toinobsa
precision/recall of 64.1 % (Fine-grained) and 69€6afse-grained).
Based on the overall results of the competition {8¢ were able to
exceed the most frequent sense performance whisHistad as 55.2%
(fine-grained) and 64.5% (coarse-grained) using agiant of [2]
coupled with frequencies of co-occurrences. We wsdd/io-sentence
window around the word to be disambiguated andsineosimilarity.
Our results rank us second among the unsupervigeditams of the
competition (although we consider the approach asinmlly
supervised).
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5 CONCLUSION

Current semantic analysis techniques are geneialiyeed of lot of
training data, depend on resources such lexiconghigir semantic
interpretation and lack a uniform way to defineemlor labels that
should be assigned to sentences constituents. peiisr presented a
modular pipeline for semantic analysis that reles state-of-the-art
dependency parsing, logical analysis using a dependbased
grammar and finally semantic annotation. This aatio is performed
using the upper-level ontology SUMO and the Wordigicon, which
could be considered as standard resources. Choasidgpendency
grammar instead of other formalisms is guided hyractical point of
view: it is argued that state-of-the-art analyzZssse reached a certain
maturity, which makes them a good starting point f semantic
analysis. Moreover, dependency grammars providetaitive solution
to the identification of logical forms from text astlined by [13]. The
proposed solution does not require costly trainimgdata resources,
except some standard resources well-known in th® Mammunity.
The modular nature of the pipeline makes it morglgadaptable and
updatable from a software engineering point of vidvinally, the
system presented here is intended as a demonstadtwhat could be a
semantic analysis with current methods and toalture work includes
the enrichment of the dependency-based grammarneithpatterns, a
better handling of the meaning of conjunctions ater specific
constructions (such as idioms), the processinghdfiguous structures
and eventive nominalizations as well as the use bigger corpus for
the evaluation of the logical analysis results. &ve currently working
on WSD algorithms that could benefit from the l@jiform not only
for argument selection as proposed here, but atso afgument
annotation.
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Hypernymy Extraction Using a
Semantic Network Representation
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IICS, Germany

ABSTRACT

There are several approaches to detect hypernymy relations from
texts by text mining. Usually these approaches are based on su-
pervised learning and in a first step are extracting several pat-
terns. These patterns are then applied to previously unseen texts
and used to recognize hypernym/hyponym pairs. Normally these
approaches are only based on a surface representation or a syn-
tactical tree structure, i.e., constituency or dependency trees de-
rived by a syntactical parser. In this work, however, we present
an approach that operates directly on a semantic network (SN),
which is generated by a deep syntactico-semantic analysis. Hy-
ponym/hypernym pairs are then extracted by the application of
graph matching. This algorithm is combined with a shallow ap-
proach enriched with semantic information.

1 INTRODUCTION

Quite a lot of work has been done on hypernymy extraction in natural
language texts. The approaches can be divided into three different types
of methods:

— Analyzing the syntagmatic relations in a sentence

— Analyzing the paradigmatic relations in a sentence

— Document clustering
The first type of algorithms usually employ a set of patterns. Quite pop-
ular patterns were proposed by Hearst, the so—called Hearst patterns [1].
The following Hearst patterns are defined:
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— NPpyper such ag{{N Ppyp0,}* (andjor)} N Pryp0
SUChNP jyper 8S{NPpypo,}* {(@ndor)} NPy,
— NPhypo {sNPhypo}*{,} Or otherNPjypc,
NPypo {.NPhypo }*{,} and othetNPy,, .,

— NPpyper{,} InCluding{ NPp,p0,}* {andor} NPj,p0

— NPpyper{,} especially{ NPy, }* {andor} NPp,p,
These patterns are applied on arbitrary texts and the instantiated variables
NP jypo @and NPy, are then extracted as a concrete hypernymy rela-
tion. Several approaches were developed to extract such patterns auto-
matically from a text corpus by either employing a surface representation
[2] or a syntactical tree structure [3].

Instead of applying the patterns to an ordinary text corpus, some ap-
proaches apply them on the entire Internet by transferring the patterns
into Web search engine queries[4, 5]. Pattern learning and application is
combined by the system KnowltAll [6] which uses a bootstrapping mech-
anism to extend patterns and extracted relations iteratively. An alternative
approach to pattern matching is the usage of kernel functions where the
kernel function defines a similarity measure between two syntactical trees
possibly containing a hypernymy or an other semantic relation[7].

Paradigmatic approaches expect that words in the textual context of
the hypernym (e.g., neighboring words) can also occur in the context of
the hyponym. The textual context can be represented by the set of the
words which frequently occur together with the hypernym (or the hy-
ponym). Whether a word is the hypernym of a second word can then be
determined by a similarity measure on the two sets [5].

A further often employed method for extracting hypernyms is doc-
ument clustering. For that, the documents are hierarchically clustered.
Each document is assigned a concept or word it describes. The document
hierarchy is then transferred to a concept or word hierarchy[8].

In contrast to the formerly mentioned methods, we will follow a purely
semantic approach to extract hypernymy relations between concepts (word
readings) instead of words which operates on semantic networks (SN)
rather than on syntactical trees or surface representations. By using a
semantic representation, the patterns are more generally applicable and
therefore the number of patterns can be reduced.

In the first step, the entire content of the German Wikipedia corpus is
transformed into SNs following the MultiNeformalism[9]. Afterwards,
deep patterns are defined which are intended to be matched to that SNs.

! MultiNet is the abbreviation dflulti layered Extended Semantittworks
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Some of them are learned by text mining on the SN representations, some
of them are manually defined.

After the patterns are applied on the Wikipedia corpus, the ontological
sorts and features of the extracted hyponym and hypernym, as defined by
the MultiNet formalism (see Sect. 2), are compared to filter out incorrect
concept pairs. Finally, we determine a confidence score for all remaining
relations which reflects the likelihood that the hypernymy relation has
actually been correctly recognized.

This approach is combined with a shallow method based on Hearst
patterns enriched with semantic information if present. The shallow pat-
terns are defined as regular expressions and are applied on the token list
which is always present independent of the fact that the SN is success-
fully constructed.

2 MULTINET

MultiNet is a SN formalism. In contrast to SNs like WordNet [10] or Ger-
maNet [11], which contain lexical relations between synsets, MultiNet is
designed to comprehensively represent the semantics of natural language
expressions. A SN in the MultiNet formalism is given as a set of nodes
and edges where the nodes represents the concepts (word readings) and
the edges the relations (or functions) between the concepts. Example SNs
are shown in Fig. 1 and Fig. 2. Important MultiNet relations/funtions are
[9]:

— SUB: Relation of conceptual subordination (hyponymy)

— AGT: Conceptual role: Agent

— ATTR: Specification of an attribute
VAL: Relation between a specific attribute and its value
PROP: Relation between object and property
*ITMS: Function enumerating a set
PRED: Predicative concept characterizing a plurality
OBJ: Neutral object

— SUBS: Relation of conceptual subordination (for situations)
It is differentiated between lexicalized nodes (i.e., associated to entries in
the semantic lexicon) and nodes which represents complex situations or
individual objects, and are not associated with single lexical entries. The
latter nodes are just assigned a unique ID.

MultiNet is supported by a semantic lexicon [12] which defines, in

addition to traditional grammatical entries like gender and number, one
or more ontological sorts and several semantic features for each lexicon
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entry. The ontological sorts (currently more than 40) form a taxonomy.
In contrast to other taxonomies ontological sorts are not necessarily lexi-
calized, i.e., they do not necessarily denote lexical entries. The following
list shows a small selection of ontological sorts which are derived from
object

— Concrete objects: e.gnilk, honey

e Discrete objects: e.gchair
e Substances: e.gnilk, honey
— Abstract objects: e.grace robbery
Semantic features denote certain semantic properties for objects. Such

a property can either be present, not present or underspecified. A selec-
tion of several semantic features is given below:

— ANIMAL
ANIMATE
ARTIF (artificial)
HUMAN
SPATIAL
THCONC (theoretical concept)
Example for the conceptouse.1.1: discrete objectANIMAL -, ANI-
MATE -, ARTIF +, HUMAN -, SPATIAL +, THCONC-, ...

The SNs following the MultiNet approach are constructed by the deep

linguistic parser WOCADY[13] for German text analysis. WOCADI em-
ploys for parsing a word class functional analysis instead of a grammar.

3 APPLICATION OFDEEP PATTERNS

The employed patterns are represented as subnets of the SNs where some
of the nodes are marked as slots. These slots are filled if the pattern was
successfully matched to an SN. In the example depicted in Fig. 1 the
hyponym can be extracted by the pattern:

SUB(A, B) «— SUB(C,A) N PRED(E, B)A (1)
*[TMS(D,C,E) N PROP(E, other.1.1)
where A is instantiated tcsecretary B to politician andC, B and D

to non-lexicalized concepts/ 7'M S is a MultiNet function which com-
bines several arguments in a conjunction. Disjunctions are combined by

2 the suffix .1.1 denote the reading numbered .1.1 of the word house
3 WOCADI is the abbreviation foword classdisambiguation.
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secretary.1.1

law.1.1

ans

T80

politician.1.1

%\

past.0
other.1.1

criticize.1.1

Fig. 1. Hypernymy extraction from the SN representing the sentérieesecre-

tary and other politicians criticized the lawhe edges matched with the pattern
D; are printed in bold face. The edge which was inferred by the pattern is printed
as a dashed line.

given_name.1.1

last_name.1.1
barack.0

law.1.1

ans

other.1.1

oo

Y
& %
& LM\

.
past.0

rao

SUBS

politician.1.1

criticize.1.1

Fig. 2. Hypernymy extraction with an anthroponym in the SN representing the
sentenceBarack Obama and other politicians criticized the laWihe edges
matched with the patterf, are printed in bold face.
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«*ALTN1/2. However, this procedure has a serious drawback. The pat-
tern given in Equation 1 is only applicable if thdT M S function has
exactly two arguments (C,E) and one result (D). This means separate pat-
terns are required for three and more arguments. This also implies that
the patterns are rather specific, which makes learning them automatically
from data difficult. Thus, we convert all functions in an SN with a variable
number of arguments like/T'M S and«ALT N1/2 to binary relations

in the following way:

For each functiorr, = f(z1,...,z,) with variable arguments as
stated above we create nrelatidrd R(z,, x1),. .. ,PAR(zp, z,) tO rep-
resent the parent child relationships between the result and the arguments
and(n(n — 1))/2 relations to represent the sequence of the arguments:
FOLL(z;,z;) < i < j. Making the above-mentioned modifications the
pattern given in Equation 1 changes to:

Dy : SUB(A, B) — SUB(C, A) A PRED(E, B) A PAR (D, C)A

PAR (D,E) A FOLL(C, E) A PROP(E, other.1.1)
*ITMS *ITMS (2)

Note that different sentences can lead to the same SN. For instance,
the semantically equivalent senten@é® secretary and other politicians
criticized the lawandThe secretary as well as other politicians criticized
the law.lead to the same SN, which is displayed in Fig. 1. Thus, the
patternD; in Equation 2 can be used to extract the relation

SU B(secretary.1.1, politician.1.1)

from both sentences. In general, the humber of patterns can be consid-
erably reduced by using an SN in comparison to the employment of a
shallow representation.

Furthermore, the deep semantic representation allows the simple ex-
traction of hypernymy pairs which involve multi-token anthroponyms,
like the fact thatBarack Obamads a politician, where the extraction of
multi-token names is not trivial using shallow patterns. Anthroponyms
are already identified by the deep linguistic parser and represented by at-
tribute value pairs (see Fig. 2), which allows to use a similar approach
to the extraction of generic hyponyms. In contrast to generic concepts
extracted anthroponyms are not stored as binary relations, but as more
complex expressions:
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Example:

N :=ATTR(A, F) N SUB(F, last_-name.1.1) NV AL(F,G)A\
ATTR(A,H) N SUB(H, given_name.1.1) N\VAL(H,I)
Dy :N A SUB(A, B) — N A PRED(E, B) A PAR (D, A)A ®3)

PAR (D,E) A FOLL(A, E) A PROP(E, other.1.1)
*ITMS *ITMS

If pattern D, is applied on the SN shown in Fig. 2 the relations

ATTR(c1,c2) N SUB(cz, lastname.1.1) AV AL(c2, obama.0)A
ATTR(c1,c3) A SUB(cs, given_name.1.1)A  (4)
V AL(cs, barack.0) A SUB(c1, politician.1.1)

are extracted, which denote the fact that Barack Obama is a hyponym
of the conceppolitician.1.1 Note that we do not differentiate between
instances (like person or country names) and hyponyms since instances
and hyponyms can be extracted with almost identical patterns (especially
for non-anthroponyms and shallow patterns).

4 SEMANTIC-ORIENTED FILTERING TECHNIQUES

The deep patterns described above sometimes extract concept pairs which
are not related in a hypernymy relation. A two step mechanism is used
to identify such concept pairs. In a first step concept pairs are filtered
out if their semantic features and ontological sorts do not meet certain
criteria. In the second step, several numerical features are determined for
the remaining concepts and combined by the usage of a support vector
machine (SVM)[14] to a confidence score. The SVM was trained on a
set of annotated hypernymy relation candidates. Concept pairs assigned
a high score are likely to express in fact a hypernymy relation. By using
this two step approach the number of concept pairs needed to be stored
in the database is reduced. In this section we will describe the filtering
techniques, the scoring features are introduced in Section 5.

A hyponym is a specialization of the associated éygym. Thus, the
hyponym should have all semantic features of the hypernym (with iden-
tical values) and the ontological sort of the hyponym has to be subsumed
by the sort of the hypernym (equality is allowed t00).
Example:giraffe.1.1(animal:+) cannot be a hyponym bbuse.1.1
(animal:-).



112 TIM VOR DER BRUCK

Naturally, this approach only works in all cases if the ontology is
monotonic in respect to the employed semantic features. The most promi-
nent example for non-monotonicity is the penguin. It cannot fly although
its hypernymbird.1.1 is associated the properflying. To account for
such effects and potential misclassifications by the lexicon editor, a small
mismatch is allowed.

In the MultiNet formalism, a lexical entry can be marked as a mean-
ing molecule[9, p.292] consisting of several meaning facettes. An exam-
ple isschool.1.1which can denote either a building or an institution. If
a concept is a meaning molecule, it is associated with more than one se-
mantic feature vector and sort. In this case it is checked if there exists at
least one pair of hyponym/hypernym semantic features and sorts which
fulfills the above-mentioned subsumption/superset conditions.

Our semantic oriented lexicon contains more than 27 000 deep en-
tries and more than 75 000 shallow entries. Still, in some cases, either the
hyponym or hypernym candidate may not be contained which makes a
check using semantic features or ontological sorts impossible. If a con-
cept is represented by a compound noun, this problem can be solved
by regarding the head instead which can be derived by a morphological
analysis.

Different approaches are followed depending on whether the hyper-
nym or the hyponym is not found in the lexicon, but the lexicon does
contain its head.

If the hypernym is not contained in the lexicon, it suffices to show
that its head conceydt is not a hypernym ofd to discharge the concept
pair (A, B) of being related in a hypernymy relation which is easy to see
by contradiction.

The fact thatC' is the head ofB usually impliesSUB(B, C). Ad-
ditionally, let us assume:x SUB(A, C). SupposeSUB(A, B). Then,
due to the transitivity of the hypernym relation, it would follow that
SUB(A, C), which is known not to hold.

In the case that the potential hyponyiis not found, a different
approach has to be followed. If a tree structure of the ontology is assumed
then if A is a hyponym of3, the head of A can either be a hypernym or
a hyponym ofB. If both of these cases can be rejected by the comparison
of the ontological sorts and semantic feature€'@nd B, the assumption
thatA is a hyponym ofB can be rejected too. Note that theoretically, this
approach could fail if the ontology is organized in a directed acyclic graph
instead of a tree structure. However, no such problems were observed in
practice.
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5 FEATURESUSED FORSCORING

We determine a confidence score for each extracted relation, which is
computed by combining several numerical features described below.

Correctness RateThe featureCorrectness Ratéakes into account that

the recognized hypernym alone is already a strong indication for the cor-
rectness or incorrectness of the investigated relation. The same holds for
the assumed hyponym as well. For instance, relations with hypeligym

uid andtown are usually recognized correctly. However, this is not the
case for abstract concepts. Moreover, movie names are often extracted
incompletely since they can consist of several tokens. Thus, this indica-
tor determines how often a concept pair is classified correctly if a certain
concept shows up in the first (hyponym) or second (hypernym) position.
More formally, we are interested in determining the following probabil-

ity:

p = P(h =t| first(rel) = a1 A sec(rel) = ag) (5)
where
— first(rel) denotes the first concept (the assumed hyponym) in the
relationrel

— sec(ond)(rel) denotes the second concept (the assumed hypernym)
in the relationrel
— h(ypernym) = t(rue) denotes that a hypernym relation holds
Applying Bayes’ theorem to Equation 5 leads to the Equation:

first(rel) = ay A sec(rel) = ag|h =t)
P(first(rel) = a1 A sec(rel) = az)

P

p=Ph=1)- 2 ©

For better generalization, we make the assumption that the events
first(rel) andsec(rel) as well ag first(rel)|h = t) and(sec(rel)|h =

t) are independent. Using these assumptions, Equation 6 can be rewritten:

P(first(rel) = a1|lh =t) P(sec(rel) = az|h =)
P(first(rel) = aq) P(sec(rel) = ag)
, P(first(rel) =ay Nh=1t)  P(sec(rel) = ax ANh =1t)
N P(first(rel) = ay) P(h =t)- P(sec(rel) = az)
1

T Ph=¢)

If a; only rarely occurs in hyponym position in assumed hypernymy
relations, we approximageby P(h = t|sec(rel) = ay), analogously for

p~p =Ph=t)

/

P - P(h = t|first(rel) = a1) - P(h = t|sec(rel) = as)
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rarely occurring concepts in the hypernym position. As usual, the proba-
bilities are estimated by relative frequencies relying on a human annota-
tion.

First Sentence:The first sentence of a Wikipedia article normally con-
tains a concept definition and thus often expresses a hypernymy relation.
Thus, the featuré&irst Sentences set to one, if the associated relation
was extracted from a first sentence of a Wikipedia article at least once.

Frequency:The featurdrequencyegards the quotient of the occurrences
of the hyponym in other extracted relation in hyponym position and the
hypernym in hypernym position. The correlation of this feature with the
confidence score is given in Table 1.

This feature is based on two assumption. First, we assume that gen-
eral terms normally occur more frequently in large text corpora than very
specific ones [15]. Second, we assume that usually a hypernym has more
hyponyms than vice-versa [9, p.436—437]. Let us consider a simple ex-
ample. The conceptity occurs much more often in large text corpora
than most cities in the worlds. Furthermore, the number of hyponyms of
city is very large, since every city in the world is a hyponyntity, while
the list of hypernyms of a certain city just contains a few concepts like
city, locationandentity. Therefore, the conceptty is expected to occur
much more often in a hypernym position of an extracted relation than a
certain city in the hyponym position. Actually, most cities only occur at
most once in an extracted hyponym relation from Wikipedia.

Context: Usually, the hyponym can appear in the same textual context
as its hypernym([5]. The textual context can be described as a set of other
concepts (or words for shallow approaches) which occur in the neighbor-
hood of the regarded hyponym/hypernym. Analogously to Cimiano, we
estimate the semantic similarity between hyponym and hyponym by:

text N text
hyponym(ca, 1) = |context(ci) N context(ca)| @
|context(cy)]

Instead of regarding textual context we investigate the possible proper-
ties which can occur at RROP edge leading from a concept in the SN.
This has the advantages that a Word Sense Disambiguation (WSD) was
already done and the association between the property and the concept
was already established automatically by the SN which may not be trivial

if the adjective which is associated to the property is used predicatively.
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Pattern Features: For each pattern, an associated pattern feature is de-
fined which is assigned the value one if the relation was extracted by this
pattern, otherwise zero. Naturally, the same hypernymy relation can be
determined by several patterns. The most strongly correlated pattern fea-
tures were the feature related to the shallow pattéfii, . is a N Pryper

and the deep patter; shown in Equation 2. Note that in order to get an
acceptable recall the patteMPy, ;. is a N Py, ., is only applied on the

first sentences of Wikipedia articles.

6 EVALUATION

We applied the patterns on the German Wikipedia corpus from November
2006 which contains 500 000 articles. In total we extracted 391 153 dif-
ferent hypernymy relations employing 22 deep and 19 shallow patterns.
The deep patterns were matched to the SN representation, the shallow
patterns to the tokens. Concept pairs which were also recognized by the
compound analysis were excluded from the results since such pairs can
be recognized on the fly and need not be stored in the knowledge base.
Thus, these concept pairs are disregarded for the evaluation. Otherwise,
recall and precision would increase considerably.

We assigned each extracted concept pair a score calculated by the
probability score for relation correctness estimated by a Support Vec-
tor Machine[16]. Furthermore, the correlation of all features to relation
correctness (1.0 if relation is correct, 0.0 if incorrect) were determined,
where a selection of that features is given in Table 1.

The correctness of an extracted relation is given for several confi-
dence score intervals in Table 2 and Fig. 3. There are 89 944 concept pairs
with a score of more than 0.7, 3558 of them were annotated with the in-
formation of whether the hypernymy relation actually holds. Note that an
extracted relation pair is only annotated as correct if it can be stored in a
knowledge base without modification (except from redundancy removal).
Thus, a relation is also considered incorrect if

— multi-token expressions are not correctly recognized,

— the singular forms of unknown concepts appearing in plural form are
not estimated correctly (this is not trivial for the German language),

— the hypernym is too general, e.gi@rd or conceptor

— the wrong reading is chosen by the Word Sense Disambiguation.

We also investigated in which cases deep or shallow patterns were
better applicable. Shallow patterns are applied on the tokenizer informa-
tion of WOCADI. Naturally, shallow patterns are applicable even if a
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deep parse was not successful or the sentence was incorrectly parsed.
In about 40% of all sentences, a complete SN could not be constructed
which is caused either by unknown words, misspellings, grammatical er-
rors or complex grammatical sentence structures.

In contrast, deep patterns are able to extract relations even if addi-
tional constituents are located between hyponym and hypernym which is
often not possible using shallow pattern. For instance the shallow pattern
X bezeichnet ein Y ‘X denotes ancénnot be used to extract the relation
SUB(bajonett.1.1, stoBwaffe.1.1) (SUB(bayonet.1.1, weapon.1.1))
from the sentenc®ajonettbezeichnet eine auf den Gewehrschaft auf-
steckbare StoRRwaffditerally: Bajonet denotes an on the gun stickable
weapor while this is possible for the deep pattern

Ds : SUB(A, B) — SCAR(C, D) A SUB(D, A)A
SUBS(C, bezeichnen.1.2(denote))A (8)
OB.J(C,E) A SUB(E, B)

Similar considerations hold for the sentenSein_Geburtshaus Marktl
ist dasselbe Getude in dem auch Papst Benedikt XVI. zur Welt kam.
‘His house obirth in Marktl is the same building which Pope Benedikt
XVI. was born!
To handle all such cases with only shallow patterns would require
the definition of a tremendous amount of patterns and is therefore not
realistically possible in practice.
An example where the normalization from different surface represen-
tations and syntactical structures to a single SN proved to be useful:
Auf jeden Fall sind nicht alle Voifle aus dem Bermudadreiecder
aus anderen Weltgegendeallstandig gekért. ‘In any case, not all in-
cidents from the Bermuda Triangte from other_world areasare fully
explained.
From the last sentence pair, a hypernymy pair can be extracted by ap-
plication of rule D; (Equation 2) but not by any shallow patterns. The

Table 1. Correlation of features to relation correctness.

Feature Correlation
Correctness Rate 0.207
Frequency 0.167
Context 0.084
Deep pattermD, 0.077

PatternN Prypo iS @ N Phyper 0.074
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Table 2. Precision of the extracted hypernymy relations for different confidence
score intervals.

Score >0.95>0.90>0.85>0.80>0.75>0.70>0.65>0.60 >0.55
Correctness (%) 100.00 87.23 86.49 82.48 82.03 70.49 67.81 57.41 57.03

application of the shallow Hearst patteNP,,,, {,NPpypo}*{,} und
andere/and otherNP ., fails due to the worcus ‘from’ which can-

not be matched. To extract this relation by means of shallow patterns
an additional pattern would have to be introduced. This could also be
the case if syntactic patterns were used instead since the coordination of
Bermudadreieck ‘Bermuda Trianglend Weltgegenden ‘word areass

not represented in the syntactic constituency tree but only on a semantic
level .

149900 of the extracted relations were only determined by the deep
but not by the shallow patterns. If relations extracted by one rather un-
reliable pattern are disregarded, this number is reduced to 100 342. The
other way around, 217 548 of the relations were determined by the shal-
low but not by the deep patterns. 23 705 of the relations were recognized
by both deep and shallow patterns. Naturally, only a small fraction of
the relations were checked for correctness. In total 6 932 relations orig-
inating from the application of shallow patterns were annotated, 4 727
were specified as correct. In contrast, 5 626 relations originating from the
application of deep patterns were annotated and 2 705 were specified as
correct.

7 CONCLUSION AND OUTLOOK

An approach was introduced for extracting hyponyms by a deep seman-

tic approach. Instead of using the surface representation of sentences, the
patterns are defined on a semantic level and are applied on SNs. The SNs
are derived by a deep syntactico-semantic analysis. This approach is com-
bined by a shallow method to guarantee an acceptable recall if sentences
are not parsable. The evaluation showed that the recall could be consider-
ably improved. In contrast to a shallow representation, the semantic pat-

terns have the advantage of a greater generality which reduces the number
of patterns. Furthermore, anthroponyms are already identified and parsed

4 Note that some dependency parsers employ a semantic-oriented normalization
too.
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Correctness——

Correctness

0.5
0.5 1
Score
Fig. 3. Precision of the extracted hypernymy relations for different confidence
score intervals.

by the SN which simplifies the extraction of instance-of-relations con-
cerning person names.

Further possible improvements are the extraction of other semantic
relations using this approach, for instance meronyms or antonyms. Fur-
thermore, validation techniques will be further extended. We plan the us-
age of the ESPRESSO algorithm [17] as an additional feature and the
employment of several deep features.
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ABSTRACT

The task of entity linking aims at associating named entities with
their corresponding entries in a knowledge base. The task is chal-
lenging because entities, can not only occur in various forms, viz:
acronyms, nick names, spelling variations etc but can also occur
in various contexts. To extract the various forms of an entity, we
used the largest encyclopedia on web, Wikipedia. In this paper,
we model entity linking as an Information Retrieval problem. Our
experiments using TAC 2009 knowledge base population data set
show that an Information Retrieval based approach fares slightly
better than Naive Bayes and Maximum Entropy.

1 INTRODUCTION

The rise of web 2.0 technology has provided a platform for user gener-
ated content through web blogs, forums etc. This has lead to information
overload on the web and it has become an extremely difficult task for
users to find the precise information they are looking for. Semi-structured
knowledge baseslike Wikipedia? act as a rich source of information for

1 Knowledge Base is a structured data base containing entries describing named
entities.

2 Wikipedia is a huge collection of articles. Each article is identified by a unique
title. These articles define and describe events and entities.
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various user needs and are important for a wide range of applications like
search, named entity extraction, text mining etc. But the problem with
such structured knowledge bases is that they have to be created manually
and updated frequently. For exampldnformation like movies starring

Tom cruise have to be updated frequehthhere is also the problem of
inconsistency, erroneous values being fed and the information not being
up to date.

Automatically updating structured knowledge bases from news arti-
cles is a possible solution to this problem since news articles contain the
latest information. In view of this strategy, a need arises to address the
task of linking named entities from news articles to entries in a knowl-
edge base.

The problem of entity linking shares similarities with cross document
co-reference resolution. The task of co-reference resolution is to deter-
mine whether two occurrences in a document correspond to the same
entity or not. This task becomes more complex when we try to determine
whether the instances of two entities across different documents co-refer
or not. This is termed as cross document co-reference resolution[1]. This
is a challenging problem because the documents can come from different
sources and they might also have different conventions and styles[1].

Thus, co-reference resolution of entities across documents plays a
critical role towards successfully updating knowledge bases. In 1996 Tip-
ster Il program identified cross document co-reference resolution as an
advanced area of research since it could be used for multi document sum-
marization and information fusion. It was also identified as one of the po-
tential tasks for the sixth Message Understanding Conference (MUC-6)
but was not included as a formal task since it was considered too ambi-
tious at the time[8]. Bagga and Baldwin [1]presented a successful cross
document co-reference resolution algorithm to resolve ambiguities be-
tween people bearing same names using vector space model.

Following this work, many more contributions have been made to
the state of the art. Bhattacharya[2] and Hal Daume[10] construct gen-
erative models on how and when entities are shared between documents.
Haghighi and Klein[9] propose a fully generative nonparametric Bayesian
model which captures co-reference within and across documents. Mann[12]
and many of the other previous approaches such as Gooi[7], Malin[11],
Chen[3] employ unsupervised learning techniques. Malin[11] considers
named-entity disambiguation as a graph problem and constructs a social
network graph to learn the similarity matrix. Finin et al.[5] explore the
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usage of Wikipedia, DBpedia and free base as a resource for cross docu-
ment co-reference resolution.

The task of entity linking differs from cross document co-reference
resolution in the following aspects. In cross document co-reference reso-
lution, we have a set of documents all of which mention the same entity
name. The difficulty lies in clustering these documents into sets which
mention the same entity. Whereas, in entity linking, the same entity name
could be referred to in different contexts and also using various forms
like acronyms, nick names etc. Our problem is to link this named entity
to an entry in the knowledge base if present.

Key contributions of our paper are

— We show how variations of an entity, extracted from Wikipedia can
be used for linking named entities from news articles to entries in a
knowledge base.

— We show that an Information Retrieval based approach is able to per-
form slightly better than Naive Bayes and Maximum Entropy.

In section 2 we describe the data set and evaluation metrics. We sketch
our algorithm in section 3 and describe the experiments conducted in
section 4. In section 5 we provide an analysis of our results. We conclude
our work in section 6 with a description of our plan for future work.

2 EVALUATION DATA AND METRICS

In this section we describe the data collection and the entity linking tasks
and the evaluation metric used. Our experiments were conducted on the
Knowledge Base Population(KBPYata set provided as part of the KBP
track at Text Analysis Conferend€TAC) 2009. The KBP data set con-
sists of a reference Knowledge Base (KB) and a document collection. The
KB comprises of 818,741 entries where each entry (entity/node) can be-
long to a Person, Organization, Geo Political Entity or an unknown class.
The document collection contains instances of, and information about
the target entities for the KBP evaluation queries. A sample KB entry is
shown in Fig.1.

KB entries include a name string, an entity type, a uniqgue KB node
id, a set of facts and disambiguation text describing the entity.

% http://apl.jhu.edutpaulmac/kbp.html
4 http://www.nist.gov/tac/
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<entity wiki_title="Bud_Abbott" type="PER" id="E0064214" name="Bud Abbott">

<facts class="Infobox actor">

<fact name="name">Bud Abbott</fact>

<fact name="hirthname">William Alexander Abbott</fact>...

</facts>

<wiki_text=Bud Abbott William Alexander “Bud” Abbott (October 2, 1895 - April 24, 1974) was an American actor, producer and
comedian born in Asbury Park, New Jersey...

<fwiki_text>

</entity>

Fig. 1. Knowledge Base Entry

The document collection consists of 1,289,649 data files that contain
instances of, and information about the target entities for KBP evaluation
queries. The source documents in this collection were taken from various
news transcripts and news articles. A sample data file is shown in Fig.2.

<DOC>»

<DOCID> APW_ENG_20071010.1447.LDC2009T13 </DOCID>

<DOCTYPE SOURCE="newswire"> NEWS STORY </DOCTYPE>

<DATETIME= 2007-10-10 </DATETIME>

<BODY>

<HEADLINE= Peter Fonda auctions memorabilia from "Easy Rider ' film; flag brings about $60,000 </HEADLINE>
<TEXT>

<P> Aside from items offered by the 67-year-old Fonda, the auction included memorabilia related to Peter Frampton, Elvis Presley and
Abbott and Costello.</P>

<[TEXT>

<[BODY>

</noc:

Fig. 2. Document Collection Data file

The data file consists of a unique document id, the source from where
the article has been taken, its headline, and a disambiguation text describ-
ing an entity or an event. This text is split into different paragraphs.

The task of entity linking is to determine for each query, if a KB en-
try exists in the knowledge base. And if it does which KB entry it refers
to. A query will consist of a name-string and an associated document-
id from the document collection providing context for the name-string.
For convenience we refer to name-string as “query string”. Query strings
can occur as multiple queries using different name variants or in multi-
ple documents. Each query must be processed independently. A sample
query is shown in Fig.3.
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<query id="EL24"><name>Abbott</name><docid=AFP_ENG_19960413,0028.LDC2007T07</docid></query>
<query id="EL25"><name>Abbott</name><docid>APW_ENG_20080725.0086.LDC2009T13</docid></query>
<query id="EL26"><name>Abbott</name><docid=AFP_ENG_20030724.0396.LDC2007T07</docid></query>

Fig. 3. Sample Queries

Since the documents can come from different sources, various name
variations like acronyms and nick names etc could refer to the same query
string. They might also occur in different contexts which makes the prob-
lem a challenging one.

Table 1 shows that there are 15 queries with “Abbott/Abbot” as the
query string, but they refer to different KB entries which belong to dif-
ferent classes. The query string is associated with 15 different data files
showing how varied the context is.

Table 1. Sample Queries

Query |KB-id KB Entry title No. of No. of|Class

string Queries  |diff.

data

files
Abbot |E0064214 [Bud Abbott 1 1 Person
Abbott |E0064214 [Bud Abbott 4 4 Person
Abbott |E0272065 |Abbott Lab. 9 9 Unknown
Abbott |E0003813 |Abbot, Texas 1 1 Geo-political

entity

The following two examples show how varied the context can be.

Context 1: A spokeswoman for Abbott said it does not expect the
guidelines to affect approval of its Xience stent, which is expected in the
second quarter.

Context 2: Aside from items offered by the 67-year-old Fonda, the
auction included memorabilia related to Peter Frampton, Elvis Presley
and Abbott and Costello.

In context 1 “Abbott” refers to “Abbott Laboratories” whereas in con-
text 2 it refers to “Bud Abbott”. The above example shows that the task
of entity linking is a challenging one.
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To evaluate the effectiveness of the system, we use Micro-Average
Score (MAS). MAS is the official metric for evaluating systems perfor-
mance at TAC 2009. The micro-average score is the precision over all the
queries. It is calculated using the following equation.

No.of correct responses
No.of Queries

Similarly micro-average score can be calculated for nil valued queries
and Non-nil valued queries. From Table 2, system output is correct 3 out
of 6 times. Hence the Micro Average Score is 3/6 =0.5 .

Another metric that can be used to evaluate the entity linking task is
the Macro-Average Score. In this metric, precision is calculated for each
entity (nil and non-nil) and an average is taken across the entities. The
main problem with such a metric is that it might be biased towards the
system’s output. It would be unstable with respect to low-mention-count
query entities. The example below explains the calculation of Macro-
Average Score.

(1)

Micro Average Score =

Table 2. System output for a set of query strings

Query string KB-id system output
Abbott 1 1

Abbott 1 101

Abbott 1 1

Abbott Labs 2 101

Abbott Laboratories 2 nil

Abbott Labs 2 2

From Table 2, the entity corresponding to the KB node with ID=1
was linked correctly 2 of 3 times for a precision of 0.67. The entity with
ID=2 was linked correctly 1 of 3 times for a precision of 0.33.The macro-
averaged precision is 0.5(0.67+0.33)/2

3 OUR APPROACH

We break the entity linking task into 3 sub tasks.

1. Preprocessing:Since the queries for entity linking can have differ-
ent name variations, we need to have a knowledge repository of all
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the various forms possible for an entity. During this step we build a
knowledge repository that contains vast amount of world knowledge
for these entities. To create this we can use the web. But parsing and
extracting knowledge from the web is a tedious task because of its
sparseness and unstructured format. Hence we turned our attention
to Wikipedia, which is one of the largest semi-structured knowledge
bases on the web[17].

The advantages of using Wikipedia compared to the web or any other
resource is that

— It has better coverage of named entities [18]. And since our knowl-
edge base presently has only named entities, Wikipedia acts as a
perfect platform for creating our knowledge repository.

— Redirect pages can be used to induce synonyms [18].

— Disambiguation pages can be used to generate a list of candidate
targets for homonym resolution[14].

— On analyzing random pages from Wikipedia, we found that the
bold text from the first paragraph is a variation of the title. These
variations in general are full names, alias names and nick names
of the title.

— With over 3 million articles Wikipedia is appropriately sized and
big enough to provide us sufficient information to create our
knowledge repository.

A lot of previous work on wikipedia mining[6, 15, 16] confirms the
fact that valuable information can be mined from Wikipedia .
We use redirect paggsdisambiguation pagesand bold text from
the first paragraph to create our knowledge repository, which is sim-
ply a collection of different variations of an entity. These heuristics
help us in identifying synonyms, homonyms, abbreviations, frequent
misspellings and alternative spellings of an entity. Even though we
are handling different valid variations, each of the above variations
can be misspelled as well. In order to identify these spelling varia-
tions we generate metaphonic codes for all the variations using meta-
phone algorithm[4].

2. Candidate List Generation: The entity linking task first determines
whether a KB entry exists for a given query string. The query string

5 A redirect page in Wikipedia is an aid to navigation, it contains no content
but a link to another article (target page) and strongly relates to the concept of
target page.

5 Disambiguation pages are specifically created for ambiguous entities, and con-
sist of links to articles defining the different meanings of the entity.
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is then searched on the titles of KB nodes and Wikipedia articles in
the following two ways.

(a) Phrase Searchin this method we see if the exact phrase of the

(b)

query string or the expanded form of the acronym is present in
the article title or not. We add node-ids to candidate list only
if we find the exact phrase in article titles. In another variation
of phrase search, we allow for a difference of one between the
number of tokens in article title and query string. We term this
extra token as noise.

For example, If the given query is “UT” and we find the ex-
panded form from our knowledge repository to be “University of
Texas”; in exact phrase search we would be retrieving node-ids
that have exact phrase “University of Texas” present in the ti-
tle. Whereas in phrase search with noise we would be retrieving
nodes that have the titles “University of Texas at Austin, Univer-
sity of Texas at Dallas” as well.

Token search:In this method we do a boolean “AND” search
of all the tokens of the query string or the expanded form of the
acronym in the article title. If all the tokens are present in an
article title we add those node-ids to the candidate list. Another
variation is to search with noise.

The difference between phrase search and token search is that in
phrase search the token order is constrained where as in token
search just the presence of each token is vital and not the order.
For example, If the given query is “CCP” and we find the ex-
panded form from our knowledge repository to be the “Chinese
Communist Party”; in token search we would be retrieving nodes
with the titles either as “Chinese Communist party” or “Commu-
nist Party of China”. Note that the entry with the title “Commu-
nist Party of China” will not be found as a candidate item in
phrase search.

All the KB nodes and Wikipedia articles which satisfy one of the
above conditions are added to the candidate list. The addition of
Wikipedia articles to the candidate list helps us in the identification
of nil valued queries. That s, for a given query if our algorithm maps
to the Wikipedia article from the candidate list, we can confirm the
non-presence of an entry in KB describing the query string.

The query strings can be categorised as either acronyms or any of the
other variations like alias names, nick names etc. If all the characters
present in the query are uppercase we consider it to be an acronym
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. We follow different approaches for processing the two categories.

The algorithm for handling these two cases is as follows.

(a) Notan Acronym: If the given query is not an acronym we search
for the query string terms directly in the title of the KB entries.
If a hit is found we add that entry’s node-id to the candidate list.
However, if no hits are found, we look for variations of the query
string in the knowledge repository and then use them to search
the KB and Wikipedia titles. If any hits are found we also add
those node-ids to the candidate list.

If “X" is not an Acrenym
Searchfor “X" in
Knowledge Base
True False

AddNodelD’s to Candidate List Searchfor “X” in
Knowledge repository
J, Hits =0 Hits > 0 \I,/
Encode Query Tokens using Search “X “andvariations of
Metaphone “X " in Knowledge Base and
wikipedia

search Metaphone codes in
Knowledge Base

Hits > @ Hits >0

AddNodelD's toCandidate
List

Fig. 4. Flowchart when query is not an Acronym

If no variations are found in the knowledge repository as well,
we assume that the query string might have been written using
a different spelling. We then generate the metaphone code for
each token present in the query. Using these metaphone codes
we again search the KB. The flowchart of algorithm is presented
in Fig.4.

(b) Acronym: If the given query is an acronym we try to get the ex-
panded form from the document content which has been given
as disambiguation text for the query string. To find the expanded
form, we remove stop words from this disambiguation text and
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use an N-Gram based approach. In our N-Gram approach if the
length of the acronym is “N” characters, we check if “N” con-
tinuous tokens in the disambiguation text have the same initials
as the characters of the acronym. If we are successful in find-
ing the expanded form from the disambiguation text, we search
the KB using this expanded form. If any hits are found we add
the entry’s node-id to the candidate list. If we don't find the ex-
panded form from the disambiguation text we search the knowl-
edge repository for the acronym. If the expanded form is found in
the knowledge repository, we search the KB and Wikipedia titles
using this expanded form and the acronym. If any hits are found
we add the entry’s node-id to the candidate list. The flowchart of
algorithm is presented in Fig.5.

If X is an Acronym

Search For
Expanded form
in data file

Successful 'nsuccessful

[

Search expanded form in Search for “X” in Knowledge
Knowledge Base Repository

\|/ Hits > 0

Searchvariations of “X" in
Knowledge Base and wikipedia

Hits =0 Hits >0
AddNodelD's to Candidate List

Fig. 5. Flowchart When query is an Acronym

Refining the Candidate list: Articles in KB and Wikipedia are uniquely

identified by their titles. With KB being a subset of Wikipedia, for a
particular entity the title of articles that describe them would be the
same. Thus, if duplicate entries are found, priority is given to KB
articles.

. Calculating Similarity Score: We return nil if there are no items

in our candidate list or when there are node-ids that belong only to
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Wikipedia. If there is only one node-id belonging to KB, it could
possibly mean we have only one entry describing the query string.
We return this node-id as the possible map.

If there is more than one entry in our candidate list we find the best
map using one of the following approaches.

Classification Approach: We have conducted our experiments us-
ing Naive Bayes[13] and Maximum Entropy algorithms present in
Rainbow Text Classifiér

If we consider all the possible candidate items as different classes, we
need to find which class is the best map for our query string. Hence,
we view this problem as a classification problem with each candi-
date being a class. Therefore, we built classification models using
Naive Bayes and Maximum Entropy algorithms with bag of words
as a feature. We use the text describing the candidate item(entity)
provided in the KB to train the classification models. We then give
the disambiguation text provided along with the query string as test
document. This test document is classified into one of the classes and
the score obtained is the likelihood of the test document belonging to
that class.

Information Retrieval Model: In Information Retrieval, the aim is

to retrieve the documents that are closest match for a given natural
language query. In our approach, we index each candidate item as
a separate document using Luc&n/e then form a query from the
disambiguation text. Query formulation plays an importantrole in the
success of this approach. While generating the query we try and re-
duce unwanted tokens. We also try to boost the tokens that seem to be
most relevant to our query string. Since the provided disambiguation
text has been tagged clearly into different paragraphs, we consider
only those paragraphs where the query string is present. The motiva-
tion behind this is to capture the context surrounding our query string.
We form a boolean “OR” query of all the tokens generated from the
disambiguation text neglecting the stop words . We also boost the to-
kens that are within a window size of 5 terms on either side of the
query string. We do this because the tokens closer to the query string
are the more prominent tokens describing our entity than the terms
that are far off. This is shown in the Fig.6.

7 http://www.cs.cmu.eda/mccallum/bow/rainbow/
8Lucene is a high-performance, full-featured text search engine.
http://lucene.apache.org/java/docs/.
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<p> text <Query boosting terms> "Query Terms" <Query boosting terms text </p:

Fig. 6. Token boosting during Query Formulation

If the result node-id belongs to KB, then we return it as the map for
the query string. But if the node-id belongs to Wikipedia we return nil,
because we don't have an entry in the KB describing our query string.

4 EXPERIMENTS

To generate the candidate list we use one of the following: exact phrase
search, phrase search with noise, token search, or token search with noise.
Once the candidate list is generated, we use different algorithms to cal-
culate the similarity score between the disambiguation text of the query
string and the disambiguation text of the candidate item entries. If more
than one item is present in the candidate list belonging to KB and/or
Wikipedia, we calculate the similarity score using Naive Bayes, Max-
imum Entropy from Rainbow Text Classifier or by using an Informa-
tion Retrieval approach. The algorithm is evaluated using the metrics
described in section 2. Table 3 contains the scores for each experiment
conducted.

The Micro-Average Score obtained through our algorithm outper-
forms all the systems submitted at TAC 2009. The average-median score
over all the 35 runs submitted at TAC 2009 is 71.08% and the base line
score is 57.10% when nil is returned for all the queries. Our best algo-
rithm outperforms median score by as much as 11% and the base line
score by 25%.

5 ANALYSIS

Since we have followed a two step process to determine whether for a
given query string an entry exists in the knowledge base or not. There-
fore for each of these steps we analyze the number of queries that are
being incorrectly mapped. For token search with noise, we found that we
were unable to find a map for 6.81% (266 of 3904) queries during the
candidate list generation, which means that our heuristics failed to cap-
ture some query string variations of nicknames, full names, acronyms etc.



LINKING NAMED ENTITIES TO A STRUCTURED KNOWLEDGE BASE 133

Table 3. Results of Various Experiments. IR = Information Retrieval, NB = Naive
Bayes, MaxEnt = Maximum Entropy

Alg. Noise |Phrase/Token [Micro- nil- Non-nil |Macro-
search Average |valued |valued |Average
Score preci- |preci- |Score
sion sion
NB 1 Word Search  {81.43 85.42 |76.12 |75.38
NB 1 Phrase Search |81.25 85.37 |75.76 |75.10
NB 0 Phrase Search [81.12 85.91 |74.75 |75.45
NB 0 Word Search  {80.87 85.51 |74.69 |74.96
MaxEnt |0 Word Search |78.82 87.66 |67.04 |75.61
MaxEnt |1 Word Search |78.46 87.53 |66.39 |75.58
MaxEnt |0 Phrase Search |78.38 8793 |65.67 |76.08
MaxEnt |1 Phrase Search [78.23 87.44 |65.97 |75.90
IR 1 Word Search  |82.25 86.32 |76.84 |75.70
IR 1 Phrase Search |82.17 86.41 |76.54 |75.39
IR 0 Phrase Search [81.81 86.90 |75.04 |75.46
IR 0 Word Search  |81.76 86.45 |75.52 |75.54

While 10.93% (427) were being wrongly mapped during similarity score
calculation.

For non-nil valued queries Fig.7 plots the comparison of Precision
vs Top “N” search results for the 3 algorithms. It can be seen clearly
that as we consider a higher number of hits, the probability of finding
the correct map for the query string in the hits list increases. It shows that
Information Retrieval and Naive Bayes perform consistently much higher
than Maximum Entropy.

Thus we can conclude that the combination of token search with noise
for candidate list generation and the Information Retrieval approach for
similarity score calculation give the best result. The reason for this ap-
proach outperforming all the others is that we are able to generate more
candidate items. Though this might also generate more false negatives,
but the removal of unwanted paragraphs as noise and the query boosting
technique used while calculating similarity score negates this effect.

6 CONCLUSION AND FUTURE WORK

In this paper, we explored Information Retrieval and classification based
techniques for linking named entities from news articles to entries in a
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PrecisionVs Top "N" Hits
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Fig. 7. Precision Vs Top “N” hits.
IR = Information Retrieval, NB = Naive Bayes, MaxEnt = Maximum Entropy

knowledge base. We showed how variations of an entity can be extracted
from Wikipedia and used for entity linking. We showed that an Informa-
tion Retrieval based approach is able to perform slightly better than Naive
Bayes and Maximum Entropy approaches. We believe that our approach
is promising because, Wikipedia is constantly growing and being updated
frequently. With its continuous growth and contribution from users we are
guaranteed high quality information. There can be many extensions to the
current work. First, using Wikipedia in a better way to create our knowl-
edge repository. We can make use of the infobox tables to extract name
variations, nick names etc. Secondly, since news articles always contain
the latest information about an entity, we can extract attribute value pairs
from them and append them to our KB facts. This will be particularly use-
ful when certain facts keep changing frequently. For example, the number
of test matches played by Sachin Tendulkar, number of runs scored by
him etc. Thirdly, we can make use of other online resources like DBpedia
and Freebase to create our knowledge repository.
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of Encoding Bilingual Relational Lexicons
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ABSTRACT

This paper describes the methodology of encodiad@thzilian
Portuguese WordNet (WN.Br) synsets and the automatic
mapping of WN.Br's conceptual relations of hyponyooy,
hyponymy, meronymy, cause, and entailment relatfoom
Princeton WordNet (WN.Pr). After contextualizing fireject

and outlining the current lexical database struetuand its
statistics, it is described the WN.Br editing tomlencode the
synsets, its glosses and the equivalence EQ_REIMSIO
between WN.Br and WN.Pr synsets, and to select sample
sentences from corpora. The conclusion samplesub@matic
generation of WN.Br's hyponymy and co-hyponymy qbnak
relations from WN.Pr and outlines the ongoing work.

1 INTRODUCTION

Natural language processing (NLP) initiatives tcsige, build, and
compile precise, rich, and robust lexicons for Napplications are
extremely time-consuming and prone to flaws tadgq7], [3] due to

the fact that lexicon developers are expected &zipand code huge
amounts of specialized and interrelated informatioas

phonetic/graphemic, morphological, syntactic, seimanand even
illocutionary bits of information into computatidnaxicons [4].
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Princeton WordNet (WN.Pr), for example, is a susfidssort of a
computational lexicon that has set the pattern dompiling bulky
relational lexicons systematically. An on-line t&aal lexical semantic
database, WN.Pr combines the designs of a dictjorend of a
thesaurus. Similar to a standard dictionary, itezsvnouns, verbs,
adjectives, and adverbs. After 18 years of reseatsh 998 database
version (v. 1.6) contained about 94,000 nouns, G®,@erbs, 20,000
adjectives, and 1,500 adverbs {S$imilar to a thesaurus, words are
grouped in terms of lexicalized concepts, which areurn, represented
in terms of synonym setssynsets i.e. sets of words of the same
syntactic category that share the same concepueltsstructure makes
it possible for the user to find a word meaningeinms of both the other
words in the same synset and the relations to otfeeds in other
synsets as well. Essentially, WN.Pr is a particamantic network and
its sought-after NLP applications have been dismidsy the research
community [6], [7].

Mirroring  WN.Pr's construction methodology, wordnebf other
languages have been under development. EuroWor@VEN) [8] is
the outstanding multilingual initiative. It is a ftilingual wordnet that
results from the connection of individual monoliajuvordnets by
means of encoding the equivalenE®-RELATIONS (see section 3)
between each synset of each individual wordnetthadlosest concept
represented by the so-called Inter-Lingual-Inddx)g which enables
cross-lingual comparison of words, synsets, conlegqitalizations, and
meaning relations from different wordnets [9].

Mirroring both WN.Pr's and EWN's initiatives, andxtending the
Brazilian Portuguese Thesaurus [10], [11], the Bieaz Portuguese
WordNet (WN.Br) project was launched in 2003 an@& tWN.Br
database has been under construction since theartinular, this paper
focuses on the coding of the following bits of imfation in the
database: (a) the co-text sentence for each wondifoa synset; (b) the
synset gloss; and (c) the relevant language-indigenhierarchical
conceptual-semantic relations of hyperngmlgyponymy, meronymy

1 The current version (v. 3.0) contains 101,863 npaAs529 verbs, 21,479 adjectives,
and 4,481 adverbs. See more detailst &fp: / / wor dnet . pri ncet on. edu.

2 The ILI is an unordered list made up of each symée¢he WN.Pr with its gloss (an
informal lexicographic definition of the concepto&ed by the synset).

3 The term Y is a hypernym of the term X if the gntienoted by X is a kind of entity
denoted by Y.

41f the term Y is a hypernym of the term X then them X is a hyponym of Y.
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(part-whole relation), entailmeéntand cause between synsets.
Accordingly, section 2 describes the current WNd&itabase and its
editing tool, an editing GUI (Graphical User Intré), designed to aid
the linguist in carrying out the tasks of constiugtsynsets, selecting
co-text sentences from corpora, writing synset sges specifying the
EQ-RELATIONS, and generating the alignments betwdem two
databases. Section 3, after addressing the issuesoss-linguistic
alignment of wordnets by means of the ILI, des@iliee conceptual-
semantic alignment strategy adopted to link WN.rsets to WN.Pr
synsets by means of the editing tool. Section Llcales the paper by
exemplifying the automatic mapping of the WN.Prbséyponymy and
co-hyponymy relations onto the WN.Br verb synsets.

2 THE WORDNET.BR LEXICAL DATABASE

Currently, the WN.Br database contains 44,000 wordhs and 18,500
synsets: 11,000 verbs (4,000 synsets), 17,000 n(®j680 synsets),
15,000 adjectives (6,000 synsets), and 1,000 ad\&fD synsets) [12].
The WN.Br project development strategy assumes mpommise
between NLP and Linguistics and, based on the idigif Intelligence
notion of Knowledge Representation [13], [14], agpla three-domain
approach methodology to the development of the bdat This
methodology claims that the linguistic-related mnfiation to be
computationally modeled, like a rare metal, mustrhmed", "molded",
and "assembled" into a computer-tractable systebh [Accordingly,
the process of implementing the WN.Br databaseei®lbped in three
complementary domains: (a) ithe linguistic domain the lexical
resources (dictionaries and text corpora), the afetlexical and
conceptual-semantic relations, and some sort otufah language
ontology of concepts” (e.g. the "Base Concepts" ‘angp Ontology"
[16]) are mined; (b) ithe computational-linguistic domaithe overall
information that was selected and organized inptieeeding domain is
molded into a computer-tractable representatiog. tbe "synsets", the
"lexical matrix", and the wordnet "lexical databai#eelf [5]); (c) inthe

5 The action Al denoted by the verb X entails théoacA2 denoted by the verb Y if Al
cannot be done unless A2 is done

8 The action Al denoted by the verb X is the cadgbeaction A2 denoted by the verb
Y.
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computational domain the computer-tractable representations are
assembled by means of the WN.Br editing tool.

2.1 The Linguistic Domain

The WN.Br database architecture conforms to the tkey
representations of the WN.Pr [5]: tlsgnsetand thelexical matrix
synsets are understood as sets of word-forms dwithe basis of the
notion of "synonymy in context", i.e. word-form @émthangeability in
some context [17] the lexical matrix [18] is intended to captures th
many-to-many associations between word-form andningai.e. the
association of a word-form and the concepts itcialide. The lexical
matrix is built up by associating each word-fornthe synsets to which
it is a member. Thus, a polysemous word-form wélldmg to different
synsets, for each synset is intended to represesihghe lexicalized
concept.

The WN.Br synset developers (a team of three Istghireused,
merged, and tuned synonymy and antonymy informatémistered in
five outstanding standard dictionaries of BraziliRortuguese (BP)
manually ([19], [20], [21], [22], [23, 24)) for there are no Brazilian
Portuguese machine readable dictionaries (MRDs)adner computer
tractable resources available. The NILC Coffarsl BP texts available
in the web complemented the corpus.

2.2 The Computational-Linguistic Domain

The WN.Br database structures in terms of two :liste List of
Headwords (LH), i.e. the list of word-forms arradgelphabetically,
and the List of Synsets (LS) (see Fig.1). Each WNu®rd-form
belongs to the LH and is associated to a Senseriptsn Vector
(SDV). Each SDV is co-indexed by three pointere tisynonymy
pointer", which identifies a particular synset hetLS; the "antonymy

7 Antonymy, on the other hand, is checked either rgainorphological properties of
words or their dictionary lexicographical inforntati

8 The dictionaries were chosen for their pervasive ofssynonymy and antonymy to
define word senses, which dictated the strategptwstruct the synsets by examining
the dictionaries alphabetically, instead of workmg synsets by semantic fields.

9 CETENFolha. Corpus de Extractos de Textos EleatasnNILC/Folha de S. Paulo. See
more details altt t p: / / waw. | i nguat eca. pt/ .
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pointer”, which identifies a particular antonym sghin the LS; and the
"sense pointer", which identifies a particular wéodm sense number
in the SDV. Given such an underlying structure hegymset is linked to
its gloss via the “gloss link”, and each word-foisrlinked to its co-text
sentence via the “co-text sentence link”.

)|apostar |—)| SlE130|BR2564|BR0000|') S2E130|BR3919|BR0O000 |S3El306| BR4000|BR3107|

SDV
9|arriscar )|51|5150|BR2556|BR000|—)|SZEISOS|BR184|BROOOO|-)|8351508|BR3919|BROOO|
‘)|aventura|‘)| S1E1778 |BR1846| BR0O000O |
W—)|SlE6649| BR32|BR0000|—)|SZE6649|BR2566| BR000 |—)|:|
W—)| S1E7702 | BR2567| BRO000 |—)|:|—)| S8E7702 |BR4036|BROOOO|

9|malpara|—)| S1E7956 | BR1846| BR0O000 |

Pl .
| S1E8861 |BR3932| BR2342 I—)|:|—)| 826E8861|BR4055|BR0000|

L5

m m m m m m =
I I N o |: = =] = :

o |: I > |: I o | w | £t
a S 5 ~ =) S

m
fos
e}
o)

LS

BROOOO.)I empty set

E1508 E6649

BR2566
S1E1508 | S1E6649
E1508 E1778 | E7956
BR1846
S2E1508 | S1E1778| S17956
E1306 E1508 | E7772 | E8861
BR3919

S2E1306 | S3E1508 | S22E77 | S2E8861

Figure 1: The WN.Br database structure.
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2.3 The Computational Domain

The WN.Br editing tool is a Windows®-based GUI tralows the
developers (a) to create, consult, modify, and ssymsets, (b) to
include co-text sentences for each word-form, écitite a gloss for
each synset (d) to align equivalent synsets ecpmeal EQ-
RELATIONS, (e) to code hyponymy and co-hyponymyatieins in the
WN.Br automatically, and (f) to generate synsetsligarranged by
syntactic category, by number of elements, by #gree of homonymy
and polysemy, and by co-text sentence) and WN.&is§its. Its main
functionalities include the storage and bookkeepafgthe general
information of the database.

The processes of using the editor can be betteerstwbd by an
example. Fig. 2 shows the basic steps of constigictynsets that
contain the BP verbléxicalizar’ (“to lexicalize™). In the first dialogue
box, the developer selects the appropriate syotaetiegory and the
expected number of synsets to be constructed thie. number of
senses); then, s/he clicks on theancar (“Next”) button. In the second
dialogue box, th&odas as Unidadeg"All Unities”) field pops up with
a list of the word-forms in the WN.Br database.cboistruct the synset,
the developer now selects the appropriate word-$dnom the list and
clicks on theAvancar button. In the third dialogue box, s/he concludes
the synset construction by clicking the FIM (“Endii)tton.

=1 Assistente da Wordnet.Br

eic
/  Adjetive
{ ] ~ ﬂ as
{ i N
¥  dvirbio 1 ot
1 <«
i 3 s
A " Substantivo "
14 \\ \ Synsetde Arianimo
1 L,\b  Verby . >
PSR «
v
: Avargary Cancelar
1 < Volar Cancelar 3
I cvola [ Fm Cencelar

Figure 2: The synset coding wizard.

Co-text sentences, glosses, and ID numbers (see 00} are
pasted/typed in directly in the editor approprifiedds. In Fig.3, the
large ellipsis highlights th&rase(s)-exemplo(*Sample sentences”, i.e
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the co-text sentences) field, and the small ellipgieGlosa (“Gloss”)
field and the ID number. Currently, the WN.Br dasb contains
19,747 co-text sentences: Table 1 shows the cosentience sources;
Table 2 shows the number of co-text sentencesypses

Table 1: Co-text sentence sources

Tabo-text sentence statistics

Source

N° of Co-text
sentences

NILC Corpus
Aurélio [19]
Houaiss [25]
Michaelis [20]
Web
unknown

7,659
732
1,761

Co-text sentences per
synset

Synse
ts
18,604
521

1
2
3 10

858
8,052
685

Total

19,747

Arquivo Edter WordNetBr Exbir ?

D] [-[e] 8] oo] Mo nl 2/ 1

Uridadzs | da Uridack [ Gosaefoutit INDEXAGAO ENTRE A WORDNET BR E A WORDNET DE PRINCETON (20)
I8¢ <arrebentar> <verh.change>  explodi
[2fFero0002132 00237054 = fazer explodi 8 <arebentar>
E explodiv Atrangiila e pacata Tandilest amedrontada -  fudo por causa de uma i amebentar; detonar,; estorer; estourar; explodi; explr; rebentar; voar;
Earchenr % £ EQ SMOM
E detonar 0 terroristss se assustaram e [detonaram a bomba, que afingiu diretam 4 1 exlte,detonate, o up, et off
{00297051} <verb.change >cause to explode
E estoirar Deitaram.-se foguetes que [festoiraram no ar. 8 “Weogoded he ko b
) .
E estourar Bombas ¢ foguetes llestouraram pela madrugada defronte a0 hotel da de Ve exoded e uckar bt
5 ol £ 0. change integrity
expluir x
E :! - et f— 2{ {00135037} <verb.change change in physical make-up
rebentar Rebent foquetes, as bancatas explodiram de alegria  até
E voar As primeiras bombas Jvoaram sobre os "erroristas" talebans. # Mool 8 0. derge
08 <barregar> <verh.cognition> §f {00106478) <verb.change undergo a change; became diffrent n ess
I8 BRO0003523 00695243 = demonstrar reagéo emocional violenta ) “she changed compleely asshe grew older”; The westher changed s
E explodir Quando Andrade Vieia [explodiu & anunciou a demiss3o, os partidos im 8, <haregars
E tarreg 1130 me intimida,ndo me 2ssustz, essa coisa que vemos alguns deputat ﬁ barraﬁar‘ berrar; berreﬁar‘ bradar: bradeiar; bramir; bravejar; condamar; deblaterar;
E terar E esbravear Vai ficar rouca de tanto [esbravear.
E berteg E esbravecer 0 Paulio lesbravecau: - Que isso, compadre, pra cima de mim o senh S
brad emofional reacton
€ 1 E esbravejar Iitado,  b2bado apantou o dedo para Odlon e esbravejou. /O vooaifl
bradej
=N 4 E esgoelar N3o cansamos de lesgoelar contra o protecicnisme americano.
ramif|
E bore] E estrilar 0 Prefeito tem razéo de estrilar. / Era o capitio que tinha que xingar, affouse or & reacton to sonething
E conciff [ £ 3|
E deblatfll L
1 action, or work out or perform (a
E estry ] explodi .
ve quicky”; The governar should a}
E esffall [Frase (s)-exemplo:
Eetf(a trangiiia e pacata Tandil esta amedrontada - e tudo por causa de uma bomba que [explodiu, na
E es madrugada de ontem, na boate Yamo,
E estrila
(GosalD efou L1:

MEC
<

Figure 3: A screenshot with a sample of co-textessres, glosses,
ID alignment) numbers

Glosas
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3 CROSSLINGUAL ALIGNMENT AND THE WN.BR CONSTRUCTION

The challenge to the WN.Br project has been toi§p#te equivalence
EQ-RELATIONS between WN.Br and WN.Pr (v. 2.0) symséor such
an alignment is the one that allows researchersnvestigate the
differences and similarities in the lexicalizatiprocesses between BP
and English, to develop an English-BP lexical dassbwhich can be
used in applications such as machine translatictesys and cross-
language information retrieval involving both lalages, and to
generate two types of MRDs: a monolingual BP MR anbilingual
English-Portuguese MRD [12]. Furthermore, and miosport for
wordnet developers, such an alignment makes itilplesthe (semi-
)automatic specification of the relevant concepi&hantic relations
(e.g. HYPONYMY, TROPONYMY, CO-HYPONYMY, etc.) in th
wordnet under construction. In particular, in theN\Br project, the
strategy has been tested successfully to genareltehyponym and co-
hyponym relations in the WN.Br verb database (3gé):

The cross-lingual equivalence relations betweerdnets are mined in
accordance with the types identified in [8], thecstled, self defining
EQ-RELATIONS (EQ-SYNONYM, EQ-NEAR-SYNONYM, EQ-
HAS-HYPERONYM, and EQ-HAS-HYPONYM). Linguistic
mismatches (lexical gaps, due to cultural spetisj pragmatic
differences, and morphological mismatches; overudifferentiation
or of senses; and fuzzy-matching between synsatd) tachnical
mismatches (mistakes in the choice of the apprtgpEQ-RELATIONS
as have been described in [9] are also accountedddiong the
alignment procedure. The equivaler®®-RELATIONS and cross-lingual
mismatches are molded into a computer-tractabkegeptation of the ILI-
record®’. The ILI-record is handy for the development, resiance, future
expansion, and reusability of a multilingual wordngispenses with the
development and maintenance of huge and compleantienstructures to
gather all the senses encoded by each individuanebinto a multilingual
wordnet, and makes the task of adding individuaidnet to a multilingual
wordnet less costly [9].

As shown in Fig.4, the structure of the WN.Br datsbhas been extended
to encode the cross-lingual equivalence EQ-RELATIOBESides the LH and
LS lists and the SDV pointers (see 2.2), each tysteacture has been
augmented with an additional vector to registeh libe wordnet standard
language - independent conceptual - semantitiores ( e.g. HYPONYMY,

10 An ILI-record is a WN.Pr (v. 2.0) synset, its glesd its ID number [9].
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WN.Br
BR0000 |—| empty sef
E1508 E1778 E7956
BR1846 |— | S2-E1508§ S1-E1778 S1-E7956
<EQ-NEAR-SYNONYM, 02469144>
E1508 E6649
BR2566 |—»| S1-E1508§ S2-E6649
<EQ-SYNONYM,
02470374>
E1306 E1508 E7702 E8861
BR3919 |—>| S2-E1306 S3-E1508 S22-E7702 S2-E8861
<EQ-NEAR-SYN, 02469144
WN.Pr
(2.0)
00000000 |—> |  empty set|
<verb.social> try, seek, Gloss: make an| Ex.: He tried to
attempt, | effort or attempt shake....
02454930 N essay, assay
Hypernyms:| Troponyms: Derivationally-related:
02296591 | {02470068 {007528006 ...}
-}
verb.social | risk, put on Gloss: expose tg Ex.: We risk
the line, lay | a chance of lesg your life?
02470374 N on the line
Hypernyms:| Troponyms: Derivationally-related:
02454930 | {02470068, {007528006...}
-}

Figure 4: The synset structure augmented with ghmaesemantic EQ-
RELATIONS.

TROPONYMY, CO-HYPONYMY, etc.) and the cross-lingual conceptual-semantic

EQ_RELATIONSbhetween synsets of the two wordnets. This new veotiches
the WN.Br database structure with the followingsertinguistic information:

the “universal” synset semantic type (e.g. <vediebe), the corresponding

English synset (e.griék, put on the line, lay on the lgthe English version

of the universal gloss (e.g. Expose to a chantmssfor damage), the English

co-text sentence (e.g. "Why risk your life?"), aFQIRELATIONS (€.g. EQ-
SYNONYM relation).
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The current WN.Br editing tool has three intercartimg modules
implemented as a GUI. Each module, in turn, makeessible for the
developer to carry out specific tasks during thecpdure for aligning

the synsets across the two wordnets: searching BReEnglish
dictionary, the WN.Br and WN.Pr databases, andnidie.

Indexar & WordNat 2.0 (Princeton)

Tradugdo Porugués-ngkés

expot ﬂ
Babylon Portuguese-English 4
*explodir

v. exalode fulminate; olast, burst

[

alltranslations for “expiadir* ¥

R expiod
2O

=% siphts, umnate
. exte
v, funingte
=% blast st
v bst
v, burst
B go
L

Resutado da pesquisa na Wordlet 20 Frinceon)
[verbo -

D exlode

£y VR

+2 toexpde s tposed {0 . (antonyms)
& toexpiote s one way to .. (nypemyms)
2 .5 s a partculr way to explode (troponyms|
= toexplote entis
_ toexplote cases
isderveonaly-rekied o

2 exploce -9 senidofs)
£ 1 (14) explde, detonzte, blow up, setoff

& {02875 ) <. chenge scause o exlode

§ Ve exdoded the nudear bont”

=) g change ntegrity
& {00:35037)<verb.charge >change i physcal mace-up
5 o chage
&8 00108479 <verb cangesundergo a hange; ecae difer

LE

WordNet.Br-

\ expodr
= §e <arrebentar>
&; amebentar, detonar; esiirr; estourr, expod, expr rebentar; voar;
=2 EQ_SNONM
= L explde, detonate, blow up, setoff
5] {usmsi)eve.changecause th expede
@ Ve expeed te ruckar bonb™
=g 0. change inegrity
-f 00135037 <verb change change i physica make-4p

1
£ 0. chinge
-] {00106478) <verb change sundergo & change; becare diferent i essence; losng ane's
e hinged congleely a5 e rew ke’ The nesher 5

= Bg <barregar>
; barregar; errar; bermegar, bradar; bradefr;brair bravear; conclamar, debaterr; esravear; estra
- 2 EQ_SYNONM

) “She changec completely s she gren dder’; The neather c
& g 2 (6)exote, bust
# gh3. (Dexode
4 (3)exdode, bust fort, breekoosz
- 5 explode
- 6. explode
gy 7. explode
g 8. explode
-y . exlode, rmupt

Consutar pakavra em Ingiés na ViordNet

exlote j

Figure 5: A screenshot of the three-column GUIhef ¥YWN.Br tool.

The WN.Br database developer starts off the aligrirbg right clicking

on a target WN.Br word-form. As shown in Fig. 5¢ taditor in turn
displays its three column GUI: on its left, an aelibilingual BP-
English dictionary and a WN.Pr database searc#;fielthe middle, the
selected WN.Pr synset information; on its righg YWN.Br synsets that
contain the target word-form. The developer, in kb column, (i)

checks all possible English word-forms (eegplode, fulminate, blast,
burst, g9 that are equivalent to the target BP word-forng.(explodir)

with recourse to the dictionary and selects thergmte one (e.g.
explodg; in the middle and right columns, (ii) analyzbe possible
types of equivalence EQ-RELATIONS between the tets f synsets:
the ones in the middle column — the sets of syneétthhe WN.Pr
database (e.g.efkplode, detonate, blow up, set}offexplode, burgt

etc.) — and the ones in the right column — the sétsynsets of the
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WN.Br database that contain the target word-foreng.({arrebentar,
detonar, estoirar, estourar, exploder, expluir, esar, voa}, and
{barregar, berrar, berregar, bradar, bradejar, brami bravejar,
condamar, deblaterar, esbravear, esbravejd). In this particular
example, the resulting EQ-SYNONYM alignment explode, detonate,
blow up, set offand {arrebentar, detonar, estoirar, estourar, exploder,
expluir, rebentar, vogr

After the specification of alignments such as the above, Fig. 6
sketches how the WN.Br verb database inherits hggtonym and co-
hyponym relations from de WN.Pr verb database aatioally. After
the manual specification of the following EQ-SYNOMYalignment&t
tentar=try, apostar=gamble, and arriscar=risk, the WN.Br editing tool
generates the following relations automaticallyostar and tentar,
arriscar andtentar are hyponymsarriscar andapostar are co-hyponyms.

I
«“—> 1
1
WN.Br WN.Pr i EQ-SYNONYMY (given) '
: — 1
i HYPONYMY (given) '
! 1
" >
2126 || (02454930} || 1 L bonyMY (inherit, from) WN.Pr '
tentar > try .
! 7 :
! 1
A A 1 : CO-HYPONYMY (inherit. from) WN.Pr 1
1 1 o o o o o o4
3919 E {02469144)
apostar ! gamble
1
1
1
|
1
2566 | _1 L] {02470374}
arriscar risk

Figure 6: A sample of the automatic encoding
of hyponymy and co-hyponymy relations.

11 For short, Fig. 6 specifies the most representatived-forms of each synsetentar:
{tentar, ensaiar, experimentgr try: {try, seek, attempt, essay, agsagpostar:
{apostar, arriscar, jogar, pd gamble: {gamble, chance, risk, hazard, take
chances, adventure, run a risk, take a chdnaariscar: {arriscar, aventurar,
malparag; risk: {risk, put on the line, lay on the lihe
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4 FINAL REMARKS

In sum, this paper described the design and cordénhe current
WN.Br database, the procedures and tools for codymgets, co-text
sentences, glosses, language-independent concsptuahtic relations,
and conceptual-semantic equivalence EQ-RELATIONSe Dverall
procedures for constructing wordnets presentelisnpaper, though not
resorting to reusing existing resources, a curtentiency in the field
[26], devised a reliable, an efficient, and an engtic way of inheriting
WN.Pr’s internal relations in the task of constngtwordnets to other
languages.

On the way, besides the specification of the otheguage-independent
conceptual-semantic relations for the verb syn#eisthe encoding of (a)
a gloss for each synset of nouns; (b) a co-texteser for each noun;
(c) the mapping of the WN.Br noun synsets to itsieglent ILI-records
by means of the following equivalence relations ENONYM, EQ-
NEAR-SYNONYM, EQ-HAS-HYPERONYM, and EQ-HAS-
HYPONYM, and (d) the automatic inheritance from WHN.of the
relevant conceptual-semantic relations of hyponjygérnymy, co-
hyponymy, and meronymy/holonymy relations for nouns
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Identifying Different Meanings of a Chinese
Morpheme through Latent Semantic Analysis
and Minimum Spanning Tree Analysis

BRUNO GALMAR, JENN-YEU CHEN

National Cheng Kung University, Taiwan

ABSTRACT

A character corresponds roughly to a morpheme in Chinese, and
it usually takes on multiple meanings. In this paper, we aimed at
capturing the multiple meanings of a Chinese morpheme across
polymorphemic words in a growing semantic micro-space. Using
Latent Semantic Analysis (LSA), we created several nested LSA
semantic micro-spaces of increasing size. The term-document ma-
trix of the smallest semantic space was obtained through filtering
a whole corpus with a list of 192 Chinese polymorphemic words
sharing a common morpherr’: gong1). For each of our created
Chinese LSA space, we computed the whole cosine matrix of all
the terms of the semantic space to measure semantic similarity
between words. From the cosine matrix, we derived a dissimilar-
ity matrix. This dissimilarity matrix was viewed as the adjacency
matrix of a complete weighted undirected graph. We built from
this graph a minimum spanning tree (MST). So, each of our LSA
semantic space had its associated MST. It is shown that in our
biggest MST, paths can be used to infer and capture the correct
meaning of a morpheme embedded in a polymorphemic word.
Clusters of the different meanings of a polysemous morpheme can
be created from the minimum spanning tree. Finally, it is con-
cluded that our approach could model partly human knowledge
representation and acquisition of the different meanings of Chi-
nese polysemous morphemes. Our work is thought to bring some
insights to the Plato’s problem and additional evidence towards
the plausibility of words serving as ungrounded symbols. Future
directions are sketched.
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1 INTRODUCTION

Polymorphemic Chinese words are composed of the binding of two Chi-
nese characters (e.E. 4+) or more (e.g%" # %) . We proposed a com-
putational approach to extract the different meaning’+df a IisE] of

192 polymorphemitz words which occur in a corpus.

A Chinese character lik corresponds roughly to a morpheme in
Chinese, and it usually takes on multiple meanings. For example, an et-
ymology dictionary offers the following 16 senE}s&G etymological di-
mensions of meaning- for the characz(gong1) :

unselfish / unbiased / fair / to make public / open to all / public / the
first of old China’s five-grades of the nobility / an old Chinese official rank
/ the father of one’s husband ( one’s husband’s father ) / one’s father-in-
law / one’s grandfather / a respectful salutation / the male ( of animals )
/ office / official duties / a Chinese family name

2 can take one of these meanings in the words in which it occurs. In
the word#: - (fair) the meaning o is fair. In this case, the meaning of
the morpheme is identical with the one’s of the bimorphemic word. This
“fair” meaning of%: is different from the meaning ¢ in 2 [l (public
park,park) which ispublic, open”.

Our computational approach to infer the meaningin polymor-
phemic words can be unfolded in five steps:

1. Through filtering a Chinese corpus by three nested list of words,
we created three nested term-document matrices, weighted them and
computed reduced Singular Value Decomposition (SVD) on them to
obtain three nested Latent Semantic Analysis (LSA) semantic spaces.

2. For each LSA semantic space we computed the cosine matrix and the
dissimilarity matrix for all terms.

3. We used each dissimilarity matrix as the adjacency matrix of a com-
plete weighted undirected graph.

4. We built the Minimum Spanning Tree of each graph.

5. We browsed and analyzed paths in the Minimum Spanning Tree for
extraction of the meaning ¢+ in the polymorphemic words.

We reviewed Chinese computational morphology and Chinese word sense
disambiguation literature and found no prior work proposing such a com-

1 Actually, this list includes some idioms lik% 4 % 4§ & which could not be
satisfactorily labeled as polymorphemous words.
2 source; www.chineseetymology.crg/ The list is still not exhaustive!
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putational approach for meaning identification of a polysemous morpheme
in Chinese words.

We know of no Chinese dictionary or database which lists for each
meaning of a polysemous morpheme all the Chinese words embedding
the morpheme with this meaning. For example, the Chinese Wordnet of
the Academica Sini&)roposes a list of some of the different meanings
of 4+ but provides no listing of all thZ* words with a same given meaning
of 2+ e.g.“fair” .

Our primary research goal is to design tools for Chinese cognitive sci-
entists and linguists who study the semantic interaction between Chinese
morphemes and polymorphemic words. Our tools will serve to prepare
experimental materials for lexical decision tasks and relatedness judg-
ment tasks involving the repetition of a same Chinese polysemous mor-
pheme embedded with a fixed identified meaning in different Chinese
words. [1,2].

2 THE NESTEDSEMANTIC LATENT SEMANTIC ANALYSIS SPACES

We used the Academica Sinica Balanced Corpus (ASBC), a five million
words corpus based on Chinese materials from Taiwan. The corpus is
made of 9183 documents which are considered as semantically meaning-
ful units. Most of the functional words were removed from the cofpus.

In the ASBC corpus/ as a monomorphemic word occurs with 5
different POS tags:2(Vh)", "2 (Nb)", "2 (Nc)", "2 (Na)" and & (A)".
These &2+ words and 187 additional polymorphen’::words constitute
the list of 1924 words under study.

2.1 The First Term-Document Matrix (192 Words 3716 Documents)

The first and smallest of our term-document matrices was obtained through
filtering a whole corpus with a list of 194+ words. The resulting term-
document matrix is made of 192 rows - representing the/-98ords -

and 3716 columns - representing all the documents in which at least one
of the 4 words occurs -. The term frequency of eg:hword in each
document is stored in that term-document matrix. At that level, we know

3 http://cwn.ling.sinica.edu.tw/

4 Words with the following POS tags were removed: Dk Di Caa Cbb Nep Nh
P Cab Cba DE | T SHI Neu. For more information about the meaning of the
tags, please refer to CKIP Technical Report 95-02/98-04


http://dbo.sinica.edu.tw/SinicaCorpus/98-04.pdf 
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how the 1924 words co-occur in the ASBC corpus and we voluntary
ignore both the huge number of remaining terms in the corpus and the set
of documents in which th%: words do not occur. This minimalist term-
document matrix will serve after Latent Semantic Analysis to create our
smallest LSA semantic space. This space is thought to be the worst or
poorest representation of the semantic relationships between tr4-192
words.

2.2 The Second Term-Document Matrix (202 Words 4327 Documents)

We wanted our second LSA semantic space to contain at least ten words
that represent0 etymological dimensionsf %+. These 10 dimensions
words were thought to be able to serve as attractors of semantically simi-
lar 2 words and eventually as centroidsz-fclusters. These words could
serve later to infer the meaning£fin 4 words. We first devised a list of
twelve words: 4-3E, 2 F o B A3k mdn ik i 0 R, AR RN

#45 ). These twelve words capture 10 relatively different dimensions of
meaning ot2. Both the pairs ¥+, &%) and ¢, %) are semantically
redundant. For example the worit = (noble, nobility) anc® 4 (order

of feudal nobility) capture the same meaning of nobility. The wi:L
(father’s in law) is an hyponym ciL (father), they both capture the fa-
therhood’s relationships meanings%:f Later we could observe which
word in each pairwise behaves as the strongest attractor. In the twelve
words list, the first four words arz words already present in the first se-
mantic space. Thus to create the second semantic space, we added to the
initial list of 1922 words, the words¥ 7, # 1%, 5, &5, A1t M, #45),

We also included the word¢® [%, FlI# %) to attracts words referring

to international metric units (e.¢ % (gram),” % (centimeter), 2 #F
(liter)). After filtering the whole corpus with the new list of 202 words,
we obtained a term-document matrix of 202 terms and 4327 documents.

2.3 The Third Term-Document Matrix (283 Words 6798 Documents)

To create the third LSA semantic space we added to the precedent list of
202 words:

1. words which are key-words occurring in a Chinese dictionary’s de-
finitions of some of the 187 polymorphen: words. For example
the definition for &RéGN (kilometer) is “¥3 = 3t i J & 8 H427,

The words ¥#, 3 i, &A. #4) were all added for building the third
list of terms.
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2. words which share some common morphemes to the multimorphemic
words of the initial list. (e.g* X shares thcE morpheme witt £ £+)

3. a few words % (country), ¥ 47 (thing) ) which occur in category
labels created by two Taiwanese participants in a pilot study of the
subjective sorting of the 187 polymorphenZ:swords.

4. and wordg which were thought to be potential attractors of certain
2 words (e.g.#744 (animal) for# & (male deer) # 4 (male pig),

2 % (cock) or+ 4% A (seven dwarfs) foa & 2 & (White-Snow)).

After filtering the whole corpus with a new list of 283 words, we obtained

a term-document matrix of 283 terms and 6798 documents. This matrix
will serve to compute our biggest micro-semantic space. This third se-
mantic space was thought to be semantically complete and rich enough
to embed meaningful semantic relationships between the words its con-
tains. Such a micro-size space could be a better start than a whole corpus
semantic space to investigate the different meaning iof 2+ words.

2.4 The Three Weighting Schemes

To each of our three term-document matrices we applied a total of three
weighting schemes:

1. The term-document matrix containing the term frequentigsvas
logarithmised by computing:

log(mjj +1) 1)

as a local weighting scheme. The benefit is to reduce the frequency
effect between terms in a same document.

2. As a global weighting scheme, we used the Inverse Document Fre-
guency scheme[3,4]. Every raw representing the term frequencies
of term - of the term-document matrix is multiplied by:

Numberof documentsinthe corpus
IOQZ (Numbersofdocumentsinwhichtheteerppears+ ) (2)

Such a weighting scheme gives more weight to words with a global
low frequency.

5 Automatic selection of these words is still to be done. These words were added
for testing purposes. They can be removed.
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3. At the document level - the columns of the term-document matrix
- we also applied a weighting scheme. To reduce the effect of the
size difference between documents, we multiplied each column of
the term-document matrix by:

|ng (Maxdocumentsizg 1) ) (3)

Document size

More weight is given to small documents. This document level weight-
ing scheme is preferred to resizing the corpus’s meaning unit from
the original entire document to paragraph of a given size. Resizing
could result in splitting meaningful units in different documents.

2.5 Singular Value Decomposition And Reduced SVD

After applying the three weighting schemes to the term-document matri-
ces, we computed their reduced Singular Value Decomposition (SVD).

GivenU = [uy, ..., Um] eR™MandV = [vy, ..., vy] € R™*" two orthogonal
matrices, the SVD of a term-document matxxan be written:

p
A=UzV' = Z\GiUiViT with £ =diag(o1,...,0p) eR™", p=min{m,n} .
i=
(4)

whereoy >0, >0p > 0 are the singular values.

For example, for the third term-document matrix, we have 283
and n= 6798.

Thus, the full SVD represents terms and documents in a 283 dimen-
sions space.

After several triaf§ we decided to reduce the dimensionality of the
LSA spaces by taking into account only the first one hundred singular
values. So for our three term-document matrices we operated a reduced
SVD to obtain three 100 dimensions spaces. This can be written:

A~ Ajgpo= U1002100V11E)0 . (5)

whereZXioo = diag(o1, ..., 6100) andoy > 62 > o100 > 0 are the 100
first non-zeros singular values.

We termedA;g2 100, A202100 aNdAzgz 100 the three reduced LSA se-
mantic spaces containing respectivelly 192, 202 and 283 words.

6 We tried different values, including a dimension equal to the lowest dimension
of the term-document matrix -the number of terms- but these choices were
discarded while comparing the quality of results described in part 4.
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2.6 Cosine Matrix

To compare semantic similarity between two words in a LSA space, the
cosine measurement of the two vectary, representing the two terms
is computed as:
Vi - Vj
cos(Vi,Vp) = ——— . (6)
’ [valllv;

For each of our created Chinese LSA space, we computed the whole
cosine matrixC of all the terms to measure semantic similarity between
words.

1 -+- €OS(V1,Vj) -+ COS(V1,Vm)
C = COS(Vj 7V1) ", i . (7)
COS(Vm, V1) 1

C is symmetric due to cdsj,vj) = cos(vj,vi). We computed the
three cosine matriceS; g2, Coo2 andCsygz whose dimensions are respec-
tively 192*192, 202*202 and 283*283.

2.7 Dissimilarity Matrix

From the cosine matri€, the dissimilarity matriXD is derived.

with dij = 17COS(Vi,Vj) =0

We computed the three dissimilarity matricd®sgo, D2o2 and Dogs
whose dimensions are respectively 192*192, 202*202 and 283*283.
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3 GRAPH-THEORY BASED APPROACH

3.1 A Few Definitions

A graph G=(V,E) is an ordered pair, where V is a set whose elements are
calledvertices and where E is a set of pairs of distinct vertices. Gigen
andq two vertices of V, the element {p,¢g E is called aredgeand link

the verticegp andg.

When edges are given a weight - a real number here -, the graph is
said to beweighted If no orientation is assigned to edges, the graph is
said to beundirected.When for every pair of vertice¥;,V;, there is a
sequence of edges allowing to jofhandVj, then the grapl@ is said to
be connected. If every pair of vertices@is directly connected through
an edge, the graph is said to bemplete Two verticesv; andV; linked
by an edge are said to lagljacent

Theadjacency matrix Adf a complete weighted graghis the matrix
whose entryj is 0 if i = j and otherwise isv; the weight assigned to
the edgev;,V;[5]6].

A tree of a graphG is a connected subgraph @fwith no cycle. A
spanning tregST) of a graphG is a tree ofG which contains all the
vertices ofG.

A minimum spanning tree (MS®j a graphG is a spanning tree (ST)
of G whose the sum of edges is minimuri|5,6]. This can be written:

es%STW(e) — (e;TW(e)> ' ©

3.2 Applying Graph Theory to the Dissimilarity Matrix

The dissimilarity matrixD introduced in Aj2.7 can be viewed as the ad-
jacency matrix of a complete weighted undirected gr@pfihe rows and

the columns of the adjacency matrices represent the words under study.
Each word is a vertex @b and each edge @ linking two verticesy; and

vj is weighted byd;j. Thus we have:

Vi, di =0andv(i,j) withi £ j,dj =1—cogw,v;) .  (10)

From each of the three dissimilarity matricBgg, D2o2 and Dogs,
we used Prim’s algorithm to build three minimum spanning tN&3; g,
MSTo2 andMSThg3 [[7]. Hence, each of our LSA semantic sp#G@2 100,
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Aoz 100 andAzgz 100 has an associated minimum spanning tree. Unique-
ness of the MST of a grap@ is ensured if each edge Gfhas a different
weight. By removing edges of comparatively high weights in the MST,
clusters can be forme(dI[8].

Lemma 1. [9]
Any two vertices in a tree are connected through a unique path

Therefore in a MST, the path connecting two vertices is unique. The
length of the path between two vertices could be measured by:

1. summing the weights of all the edges composing the path.

2. combining the precedent sum with the total number of intermediary
nodes.

3. qualitatively summing the number of concepts composing the path.

Length can serve as an indicator of similarity between two words. This
similarity can be interpreted as semantic, situational or of other nature.
The shorter the length of the path between two words, the closer is their
similarity relationship.

We studied the paths from any of thErf@words to the twelve words
representing the etymological dimensions BR&We also looked at the
paths from the twelve dimensions words to the fii &orphemes with
different POS tags.

4 RESULTS

4.1 Uniqueness of the Three MST

For each of the three adjacency matribas,, D2g2 andD2gs, Some edges
have a same weight. Therefore, we concluded than none of our three min-
imum spanning treeld ST 92, MSTp2 andMSThgsz is unique.

4.2 A 192 Vertices MST M$dH

The first MST contained only all thZ words.

For Chinese native readers, few of the 191 edges ofBd 9, be-
tween polymorphemit words bear relevant semantic similarity infor-
mation. We listed some examples of such edges in Table 1.
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Table 1. Edges capturing genuine semantic similarity

Edge Weight

£ F(nf) — £ (nh) 4.675626e-03
1 IRA &l (nc) — &8 iE(na)  1.304338e-02
2 A (na) — 4 F.(na) 3.671904e-01
£ 4 (na) — 2 #(na) 0.534522e-02
2 (na) — F 84 (na) 8.963163-06

AR 7Ry B (nc) — W E 2 B (ne) 5.542596e-03

MSTo, captures some hyponomic relationshi2 % (kiloliter) and
24t (liter), or situational relationship<s # # 22 (Father Christmas)
and @ ¥ 4 5] (department store) as Father Christmas can be found in
department store around Christmas.

4.3 A 202 Vertices MST M$Sdz

MSTo, embeds all thez words and the selected words representative
of dimensions of meanings . In MSTg,, on average, words belongs
to two edges. The twelve dimensions words, on average, also share two
edges with other words. Of all the dimensions words, ¢lland# 4
serve as hypothesized as str¢aattractors by attracting respectively 4
and 5 words. For a Chinese reader, there are no genuine semantic relation-
ships betweefi i and the words forming edges with ¥ - represent-
ing the same meaning dimension# 1 - behaves as a weak attractor by
sharing only one edge with% word. 4 I failed to attract international
metric units.

The hyponomic relationship in Table 2 betwe5 and: is captured
by one edge between the two words.

Table 2. Edge capturing the "father’s in law"—"father" hyponomic relationship

Edge Weight
4 (na) - &5 (na) 8.157458e-02

Except that the fivés monomorphemic words are outliers, clustering
does no provide additional insightful information than simple browsing
of the MST.
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4.4 A 283 Vertices Tree LSA 100 dimensions MST

In MSTgs, on average, words belongs to 2 edges adBibg,. The av-
erage for the dimensions words is in increase, slightly over 2 (e.g. 2.16).
Compared to the two precedent M3TShg3 can be used to extract gen-
uinely the meaning of 2 in a2 word.

INFERRING THEMEANING OF & IN /& (MALE DEER). Table 3 lists
the three edges forming the path frex B (male deer) t¢f % (male or
maleness) and one edge joini*i* and one of the monomorphens::
word 2:(A).

Table 3. Sequence of Edge capturing the "maleness” meaning of 2 in 2~ & (male deer)

Edge Weight
f\ﬁrndr 2.363839e-03
6.576066e-03
{1 (na) 6.728410e-02
- (na) — 4£(a) 1.832874¢e-01

Figure 1 represents graphically these four edges. The morp’z}gm)e
also shares two additional edges with two polymorpheZ-ievords -
#*Word in Fig. 1 -.

LrWord

AN
SA) -7 - - — AR
/ e el
A Word
Fig. 1. Paths from 4+ & (male deer) to #*% (maleness) and from 4+(A) to HfidE

The two mtermedrary word*t % (female or femalenes? (female)
betweer: E and %% are non’ words and are both antonyms L
We can say that the path froz & to 4% is conceptually of Iength 1:
only one concept (femaleness) separates the conca Exfnd #4,

Besides, ' which is one of our dimension word has attracted a
monomorphemid: word £ (A) This can mean that one of the meaning
of £+(A) is related to™i %, 2+(A) shares two other edges with the words
M2+ and2-12, All the three edges are listed in table 4.
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Table 4. The three edges of £-(A)

Edge Weight

a-{# (na) — £-(a) 6.327506e-01
e (na) — 2-(a) 9.058475e-01
Hild (na) — 4-(a) 1.832874e-01

The edge 1%, 24} has the smallest weight. Thus we can att %%
as a primary meaning 1z
From the three propositions:

1. In allMSTgs, 2 & shares only one edge with a wo:
2. Only one concept (femaleness) separates the concez-Exfand

3. #1% is a primary meaning ¢z+(A).

We can mfer that inMSThgs, the closest meaning ¢ in & (male
deer) is®i % (male, maleness). Every Chinese speaker will agree on the
meaningfulness and correctness of such a conclusion.

VISUAL REPRESENTATION OFMSThg3z AND CLUSTERING.

MSThgsis plotted on Fig.2. B dimension words and monomorphemic
words are represented with bigger circles to ease their localisation in the
MST. TheMShg3 contained the paths between any pairs of words. By
removing some of the edges MfiSTg3, cluster‘é] can be formed. For ex-
ample, the five word % . #1454 2+(A)} of the example detailed
inAg4.4.1 constrtute one of the clusters. The mean size of the 30 clusters
is 3 and 190 out of 283 words were classified as outliers.

Actually clusters to be efficiently used for meaning extraction, should
be represented as subgraphs and not just as sets of words. In the latter
case, clustering results are an impoverished representation of the whole
knowledge embedded in the minimum spanning tree. The main reason
is that the path structure - sequence of vertices to go from one word
to another - is not present in clusters. However, considering the cluster
{’“ JE, L AR 4R 2(A)Y, it is still possible to infer that the meaning of

> in i»" B |s represented by a common conceptual meaning of the three
words (R, HEE,

7 [10[8] showed that clustering from the minimum spanning tree is equivalent to
single-linkage clustering.
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5 GENERAL CONCLUSION

Of the three minimum spanning trees, only the biggest - the one which
embeds words from the dictionary’s definition of tawords - can cap-

ture the meaning ¢z in 2+ polymorphemic words in a way that is satis-
factory for a native Chinese reader. In addition to capturing what appears
for the observer to be semantic relationships, the edges of the minimum
spanning trees can also embed situational relationships.

Finally, it is concluded that our approach is a first step in modeling
partly representation and acquisition of the different meanings of Chinese
polysemous morphemes. This work is thought to bring some insights to
the Plato’s problem and additional evidence towards the plausibility of
words serving as ungrounded symbol&[11,3]. More practically, this work
could serve to add a new feature to current Chinese Wordnets: the list-
ing of all the Chinese words embedding a same polysemous morpheme
with a fixed identified meaning. Such a listing will help cognitive scien-
tists studying the effects of repetitive exposure to Chinese polysemous
morphemes embedded in compound words.

6 FUTURE DIRECTIONS

Firstly, we aimed at replicating that work using the Chinese Wikipedia in-
stead of the Academica Sinica Balanced Corpus. The Chinese Wikipedia
could reflect more adequately the representation of human knowledge as
it has a semantic organization and its content and files structure follow
categorization meaningful to human.

Secondly, we are presently investigating how to build minimum span-
ning trees satisfying constraints. For example, we aim at selectively build
a MST which would warranty that a maximum of attractors words share
edges with ¢ monomorphemic word and with a maximumé-fwords.

Such a MST will serve to extract the meaning of a maximurz-afords.

Finally, instead of using Latent Semantic Analysis to create the nested
semantic spaces, we could use the following alternatives:

1. Fiedlar retrievali[12] proposed that by considering the term-document
matrix as a bipartite graph between the set of words and the set of
documents, computing a set of the smallest eigenvalues of the Lapla-
cian matrix of the bipartite graph, one can perform an enhanced kind
of LSA analysis where unlikely to traditional LSA, documents and
terms are considered equivalent and cohabiting in a same space.
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2. Probabilistic models of semantic analysis: Latent Dirichlet Alloca-
tion (LDA) or Probabilistic LSA. They are probabilistic successors
of LSA which have been found to outperform LSA[13(14,15] .
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Phrase-level Polarity Identification for Bangla

AMITAVA DAS AND SIVAJI BANDYOPADHYAY

Jadavpur University, India

ABSTRACT

In this paper, opinion polarity classification on news texts has
been carried out for a less privileged language Bengali using
Support Vector Machine (SYM)1. The present system identifies
semantic orientation of an opinionated phrase as either positive
or negative. The classification of text as either subjective or
objective is clearly a precursor to determining the opinion
orientation of evaluative text since objective text is not
evaluative by definition. A rule based subjectivity classifier has
been used. The present system is a hybrid approach to the
problem, works with lexicon entities and linguistic syntactic
feature. Evaluation results have demonstrated a precision of
70.04% and a recall of 63.02%.

Keywords. Opinion Mining, Polarity Identification, Bengali drPhrase
Level Polarity Identification.

1 INTRODUCTION

Emotion recognition from text is a new subarea atukal Language
Processing (NLP) and has drawn considerable atterdf the NLP
researchers in recent times. Several subtasks eddebtified within
opinion mining; all  of them involve  tagging  at
document/sentence/phrase/word level according presged opinion.
One such subtask is based on a given opinionataxt f text on one
single issue or item, to classify the opinion dBrfig under one of two

1 http://chasen.org/~taku/software/TinySVM/
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opposing sentiment polarities, or locate its positin the continuum
between these two polarities. A large portion ofrkvin sentiment-
related classification/regression/ranking fallshivit this category. The
binary classification task of labeling an opinie@tdocument as
expressing either an overall positive or an ovemaljative opinion is
called sentiment polarity classification or pohariassification. Much
work on sentiment polarity classification has bemmducted in the
context of reviews (e.g., “thumbs up” or “thumbswad for movie
reviews) [2]. While in this context “positive” arfthegative” opinions
are often evaluative (e.g., “like” vs. “dislike’there are other problems
where the interpretation of “positive” and “negativis subtly different.
But development of a complete opinion mining systeeeds an
automatic subjectivity detection module (it is asdification module
that can differentiate among subjective or objectexts) followed by
polarity classifier. Assuming that all texts areirdpnated may cause
the system development easier but the resultateéraywill be unable to
meet real life goal. Very little attempt could beuhd in literature to
develop a complete opinion mining system. Rathepfeeconcentrate
on specific sub problems. The present system has Heveloped on
news corpus which is more generic than review carflhe system
evaluation has shown the precision and recall wahre 70.04% and
63.02% for Bengali respectively.

In this paper, a complete opinion mining systemeiscribed that can
identify subjective sentences within a document amefficient feature
based automatic opinion polarity detection algonithto identify
polarity of phrases. Related works are describeSleiction 2. Resource
acquisition has been discussed in Section 3. Thaurie extraction
technique has been described in Section 4. Cowocidss been drawn
in Section 6.

2 RELATED WORKS

“What other people think” has always been an inmurtpiece of
information for most of us during any decision-nrakiprocess. An
opinion could be defined as a private state thabtsopen to objective
observation or verification [3]. Opinion extractionopinion

summarization and opinion tracking are three ingurtechniques for
understanding opinions. Opinion-mining of produewviews, travel
advice, consumer complaints, stock market predistioreal estate
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market predictions, e-mail etc. are areas of istefia researchers since
last few decades.

Most research on opinion analysis has focused ptinsent analysis
[4], subjectivity detection ([5], [6], [7].[8]), m@ew mining [9],
customer feedback [10] and strength of documergntation [11].
Methods on the extraction of opinionated sentefntasstructured form
can be found in [12]. Some machine learning tekeliag algorithms
like Conditional Random Field (CRF) ([13],[14]), |swort Vector
Machine (SVM) [15] have been used to cluster saype bf opinions.
Application of machine-learning techniques to anlyPNtask needs a
large amount of data. It is time-consuming and aspe to hand-label
the large amounts of training data necessary fadgperformance.
Hence, use of machine learning techniques to éxtppinions in any
new language may not be an acceptable solution.

Opinion analysis of news document is an interesdirega to explore.
Newspapers generally attempt to present the nevsctdlely, but
textual affect analysis in news documents showsrtizany words carry
positive or negative emotional charge [16]. Somedrtant works on
opinion analysis in the newspaper domain are [fIg] and [19], but
no such efforts have been taken up in Indian laggsieespecially in
Bengali.

Various opinion mining methods have been reported ise lexical
resources like WordNet [20], SentiWordNet [21] abdnceptNet [22]
etc.

3 RESOURCEACQUISITION

To start opinion mining task for a new language deds sentiment
lexicon and gold standard annotated data for machéarning and
evaluation. The detail of resource acquisition psscfor annotated
data, subjectivity classifier, sentiment lexicondathe dependency
parser are mentioned below.

3.1 Data

Bengali is the fifth popular language in the Woécond in India and
the national language in Bangladesh. Automatic iopirmining or
sentiment analysis task mainly concentrated on ieimganguage till
date. Bengali is a less computational privilegedglaage. Hence
Bengali corpus acquisition is an essential taskdoy NLP system
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development. For the present task Bengali news usofpas been
identified. News text can be divided into two maypes: (1) news
reports that aim to objectively present factualoinfation, and (2)
opinionated articles that clearly present authensd readers’ views,
evaluation or judgment about some specific evenfgeosons. Type (1)
is supposed to be the common practice in newspapats Type (2)
appears in sections such as ‘Editorial’, ‘Forumdéahetters to the
editor’. ‘Reader’s opinion’ section or ‘Letters the Editor Section’
from the web archive of a popular Bengali newspaperidentified as
the relevant corpus in Bengali. A brief statistadsout the corpus are
reported in the Table 1. The corpus is then maypaalhotated and used
for training and testing respectively. Detailed aep about this news
corpus development in Bengali can be found in [23]e annotation
scheme that has been used to annotate the corpmiged in Table 2.
The positive algebraic sign in the feature strieilixfs af=#,") depict
the phrase polarity as positive.

Table 1. Bengali News Corpus Statistics

Total number of documents in the corpus 20
Total number of sentences in the corpus 447
Avgerage number of sentences in a document 22
Total number of wordforms in the corpus 5761
Avgerage number of wordforms in a document 288
Total number of distinct wordforms in the corpus 334

Table 2. Bengali News Corpus Annotation Scheme

2 (( CCP
2.1 @ CC

)
3 (« NP <fs af=*},,,,,,' name="?2">
3.1 wmwewe NN
3.2 SYM

s)

3.2  Subjectivity Classifier

The subjectivity classifier as described in [igs been used. The
resources used by the classifier are sentimentdexiTheme clusters
and POS tag labels.
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The classifier first marks sentences bearing opatied words. In
the next stage the classifier marks theme clugieeiic phrases in each
sentence. If any sentence includes opinionated svand theme phrases
then the sentence is definitely considered as stizge In the absence
of theme words, sentences are searched for therpeof at least one
strong subjective word or more than one weak stibgevord for its
consideration as a subjective sentence. The reunaelhsure of the
present classifier is greater than its precisioluezaThe evaluation
results of the classifier are 72.16% (PrecisionjrenNEWS Corpus.

The corpus is then validated by a human annotatdriseffectively
used during training and testing of the polarigssifier.

3.3 Sentiment Lexicon

A typical approach to sentiment analysis is totstéth a lexicon of
positive and negative words and phrases. In thededns, entries are
tagged with their prior polarity: out of contexipes the word seem to
evoke something positive or something negative. é&@mple, happy
has a positive prior polarity, and sorrow has aatigg prior polarity.
However, the contextual polarity of a phrase inckha word appears
may be different from the word’s prior polarity. e are two main
lexical resources widely used in English: SentiWdet [21] and
Subjectivity Word List [24] for Subjectivity Detaon. SentiWordNet is
an automatically constructed lexical resource foglish which assigns
a positivity score and a negativity score to eacbrdMet synset.
Positivity and negativity orientation scores ramgthin 0 to 1. Release
1.1 of SentiwordNet for English was obtained frdme tuthors of the
same. The subjectivity lexicon was compiled frornoely developed
resources augmented with entries learned from carpiche entries in
the subjectivity lexicon have been labeled for mdrspeech as well as
either strong subjective or weak subjective depemdin reliability of
the subjective nature of the entry.

A word level translation process followed by erroeduction
technique has been used for generating the BeBghlectivity lexicon
from English.

A subset of 8,427 opinionated words has been drtladrom
SentiWordNet, by selecting those whose orientasisangth is above
the heuristically identified threshold of 0.4. Theords whose
orientation strength is below 0.4 are ambiguous am&y lose their
subjectivity in the target language after transkatiA total of 2652
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words are discarded [24] from the Subijectivity wdist as they are
labeled as weakly subjective.

For the present task, a English-Bengali dictiongagproximately
102119 entries) developed using the Samsad  BeBgglish
dictionary has been chosen. A word level lexical-transfehrigque is
applied to each entry of SentiwWordNet and Subjégtiword list. Each
dictionary search produces a set of Bengali womls & particular
English word. The set of Bengali words for an Esiglivord has been
separated into multiple entries to keep the submsgsearch process
faster. The positive and negative opinion scoredle Bengali words
are copied from their English equivalents. Thisgess has resulted in
35,805 Bengali entries.

3.4 Dependency Parser

Dependency feature in opinion mining task has beshintroduced by

[25]. This feature is very useful to identify intchunk polarity

relationship. It is very often a language phenometiat modifiers or

negation words are generally placed at a distanith ewaluative

polarity phrases. But unfortunately dependencygraie Bengali is not
freely available. In this section we describe tegedlopment of a basic
dependency parser for Bengali language.

The probabilistic sequence models, which allow graéing
uncertainty over multiple, interdependent clasaifitns and
collectively determine the most likely global assigent, may be used
in a parser. A standard model, Conditional RandéeldHCRF}, has
been used. The tag set that has been used hemenésas NLP Tool
Contest in ICON 2009 The input file in the Shakti Standard Format
(SSF} includes the POS tags, Chunk labels and morphology
information. The chunk information in the inputefl are converted to
B-I-E format so that the begin (B) / inside (I) hdE(E) information for
a chunk are associated as a feature with the apat®pvords. The
chunk tags in the B-I-E format of the chunk withigh a particular
chunk is related through a dependency relationdaetified from the
training file and noted as an input feature in @®F based system. The
corresponding relation name is also another inpatufe associated

2 http://dsal.uchicago.edu/dictionaries/biswas_bkhga

3 http://crfpp.sourceforge.net

4 http://Itrc.iiit.ac.inficon2009/nlptools.php

5 http://www.docstoc.com/docs/7232788/SSF-Shaktivaad-Format-Guide
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with the particular chunk. Each sentence is repteseas a feature
vector for the CRF based machine learning taskerA& series of
experiments the following feature set is found ¢operforming well as
a dependency clue. The input features associatideach word in the
training set are the root word, pos tag, chunkatadj vibhakti.

Root Word: Some dependency relations are difficult to identif
without the word itself. It is better to come wigbme example.

AjakAla NN NP X k7t

In the previous example, there is no clue excepitbrd itself. The
word itself is noun, chunk level denotes a nourapéirand there is no
vibhakti attached to the word. For these casesdMists of temporal
words, locations names and person names have beed for
disambiguation [26]. Specifically identification &7t relation is very
tough because the word itself will be a common noua proper noun
but the information of whether the word denotesnzetor a location
helps in the disambiguation.

Part of Speech: Part of speech of a word always plays a crucia @

identify dependency relation. For example depengeelations like k1

and k2 in most of the cases involve a noun. It basn observed
through experiments that not only POS tag of preserd but POS
tags of the context words (previous and next) aeful in identifying

the dependency relation in which a word takes part.

Chunk label: Chunk label is the smallest accountable unit &tedtion

of dependency relations and it is an importantuieatBut during the
training sentences are parsed into word level, éderfmink label are
associated to the appropriate words with the lahgIB-X (beginning),
[-X (Intermediate) and E-X (End) (where X is theuok label).

Vibhakti: Indian languages are mostly non-configurational highly
inflectional. Grammatical functions (GFs) are poteldl by case
inflections (markers) on the head nouns of nouragds (NPs) and
postpositional particles in postpositional phrag&3s). In the following
example the ‘0O_janya’ vibhakti inflection of the wdo“pAoyZAra”
leads to rh (Hetu - causal) case inflections. Ha@wein many cases the
mapping from case marker to GF is not one-to-one.
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4 FEATURESEXTRACTION

SVM treats opinion polarity identification as a seqce tagging task.
SVM views the problem as a pattern-matching tasguging symbolic
patterns that rely on both the syntax and lexieahantics of a phrase.
We hypothesize that a combination of the two teghes would
perform better than either one alone. With thesp@ities in mind, we
define the following features for each word in aput sentence. For
pedagogical reasons, we may describe some of ttarés as being
multi-valued (e.g. stemming cluster) or categoriga). POS category)
features. In practice, however, all features amatdyi for the SVM
model. In order to identify features we startedhwiRart Of Speech
(POS) categories and continued the exploration thi¢hother features
like chunk, functional word, SentiwWordNet in BenfH| stemming
cluster, Negative word list and Dependency tred¢ufea The feature
extraction pattern for any Machine Learning tasgriscial since proper
identification of the entire features directly affe¢he performance of
the system. Functional word, SentiWordNet (Bengatid Negative
word list is fully dictionary based. On the otheand, POS, chunk,
stemming cluster and dependency tree features ateactve.
Classifying polarity of opinionated texts either athe
document/sentence or phrase level is difficult Bngnways. A positive
opinionated document on a particular object dogsmean that the
author has positive opinions on all aspects. Liksewia negative
opinionated document does not mean that the autfislikes
everything. In a typical opinionated text, the auttvrites both positive
and negative aspects of the object, although tmergé sentiment on
the object may be positive or negative. Documewtlland sentence-
level classification does not provide such inforioat To obtain such
details, there is a need to go to the object fedrrel.

4.1 Part Of Speech (POS)

Number of research activities like [6], [27] etcavie proved that
opinion bearing words in sentences are mainly diggcadverb, noun
and verbs. Many opinion mining tasks, like the pnesented in [28],
are mostly based on adjective words.
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4.2 Chunk

Chunk level information is effectively used as atége in supervised
classifier. Chunk labels are defined as B-X (Bemigh I-X
(Intermediate) and E-X (End), where X is the chiatbel. It has been
noted that it is not unusual for two annotatorsidentify the same
expression as a polar element in the text, but ttoeyd differ in how
they mark the boundaries, such as the differendevds® ‘such a
disadvantageous situation’ and ‘such...disadvantagje@ilson and
Wiebe, 2003). Similar fuzziness appeared in ourkimgr of polar
elements, such as&ly wem wdifews’ (corruption of central team) and
‘vJifss’ (corruption). Hence the hypothesis is to sticlchmnk labels to
avoid any further disambiguation. A detailed engatistudy reveals
that polarity clue may be defined in terms of chtaus.

4.3  Functional word

Function words in a language are high frequencydwoeind these
words generally do not carry any opinionated infation. But function
words help many times to understand syntactic pattef an
opinionated sentence. A list of 253 entries isexi#td from the Bengali
corpus. First a unique high frequency word lisgénerated where the
assumed threshold frequency is considered as 29ligthis manually
corrected keeping in mind that a word should notycany opinionated
or sentiment feature.

4.4  SentiWordNet

Words that are present in the SentiWordNet carigiop information.
The developed Sentiment Lexicon is used as an itapifeature
during the learning process. These features arwidhdl sentiment
words or word n-grams (multiword entities) with @ity values either
positive or negative. Positive and negative pofarieasures are treated
as a binary feature in the supervised classifieordd which are
collected directly from SentiWordNet are tagged hwjiositivity or
negativity score.
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45 Semming cluster

Several words in a sentence that carry opinionrin&tion may be
present in inflected forms. Stemming is necessarysfich inflected

words before they can be searched in appropriate. IDue to non
availability of good stemmers in Indian languagsgseeially in Bengali,

a stemmer based on stemming cluster techniquedwasdwvolved. This
stemmer analyzes prefixes and suffixes of all tbedwWorms present in
a particular document. Words that are identifiethdoe same root form
are grouped in a finite number of clusters with identified root word

as cluster center. Details could be found in [30].

4.6 Negative words

Negative words like noaf), not ) etc does not carry any opinion
information but those relationally affect the reant polarity of any
polar phrase. A manually generated list has beepgred and used as a
binary feature in the SVM classifier.

4.7 Dependency tree feature

Dependency feature has been successfully used toer@entify
modifier relationship of any polar phrase within sentence. The
analysis of Bengali corpora reveals that peopleegaly use negation
words/modifiers with any positive polar phrases.afisexample

o st seEn @% (He is not good enough)
The feature extractor module searches the depewmd&re using
breadth-first search to identify syntactically tethnodes. The purpose
of the feature is to encode dependency structuneeles related polar
phrases.

5 EVALUATION

The evaluation result of the SVM-based polarityssification task for

Bengali is presented in Table 3. The evaluationltes the system for

each polarity class i.e., positive and negativeraeamtioned separately
in the table 4.
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Table 3. Results of Polarity classification.

Language Domain Precision Recall

Bengali NEWS 70.04% 63.02%

Table 4. Polarity wise System Evaluation.

Polarity Precision Recall
Positive 56.59% 52.89%
Negative 75.57% 65.87%

6 CONCLUSION

One limitation of log-linear function models likeVBl is that they
cannot form a decision boundary from conjunctiohexsting features,
unless conjunctions are explicitly given as parthef feature vector. To
maintain the granularity, features are explicitlgntioned as a classical
word lattice model. A post-processor finally assighe polarity value
to the chunk head depending upon the chunk headidtant polarity.
We are now working on improving the performancetloé present
system. Future task will be in the direction of elepment techniques
for creation of opinion summaries according tottipeiarity classes.
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ABSTRACT

The paper describes in detail the exploitation of chart-based meth-
ods and data structures in a simple system for the machine trans-
lation between related languages. The multigraphs used for the
representation of ambiguous partial results in various stages of
the processing and a shallow syntactic chart parser enable a
modification of a simplistic and straightforward architecture de-
veloped ten years ago for MT experiments between Slavic lan-
guages in the systeéeélko. The number of translation variants
provided by the system inspired an addition of a stochastic ranker
whose aim is to select the best translations according to a target
language model.

1 INTRODUCTION

Using graphs has a long tradition in the field of machine translation (MT).
It is very difficult to trace back the first attempts to represent some lin-
guistic phenomena by means of charts, but it is not difficult to find a clear
historical example of usefulness of such representation. This example is
probably the most famous MT system of all times, the first really suc-
cessful and commercially exploited system, METEO [1,2]. There were
many reasons why METEO worked so well that it served for decades as
a positive example for the whole MT community demonstrating that ma-
chine translation is possible after all. The formalism used in the system,
Colmerauer’s Q-systems [3], is definitely among those reasons.
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Q-systems are in fact a mechanism for transformation of trees which
label the edges of an oriented chart. The transformations are controlled
by a grammar which contains declarative rewriting rules. Each rule may
be applied to a continuous set of edges and the result of its application is
a new edge or a continuous set of new edges starting and ending in the
same nodes as the original sequence. The grammar may be divided into
more parts which constitute a sequence in which the output of a previous
phase (in the form of a chart) serves as an input of the subsequent one.
At the end of each phase the system deletes all edges which were used
on a left hand side of some rule and the edges which do not constitute a
part of a path leading from the starting to the final node. This mechanism
thus very naturally cleans all partial results and at the same time it allows
to maintain ambiguity whenever it is necessary in between two particular
phases.

2 CHARTS IN THEMT BETWEEN RELATED LANGUAGES

Apart from METEO, Q-systems were used as well in one of the first sys-
tems of MT between related languages, in the Czech-to-Russian MT sys-
tem RUSLAN [4]. The ability of the chart-based analyzers to deal with
ambiguities at various levels (morphology, syntax, semantics) and to pre-
serve them across the levels (certain morphological ambiguities cannot
be resolved without syntactic clues) was fully exploited in this MT sys-
tem.The system used a traditional transfer-based architecture with full-
fledged syntactic analysis involving even some semantics. The related-
ness of both languages was not reflected in the architecture of the system.
The last decade witnessed a growing interest in MT between related
languages for different language groups—Silavic [5,6], Scandinavian [7],
Turkic [8], and languages of Spain [9]. The main advantage of trans-
lating between related languages is the possibility to use much simpler
means, in most cases some kind of “shallow” methods, most prominently
in parsing or in transfer. This is actually the case of experiments for
Slavic languages and the languages of Spain, where both systems follow
a very simple architecture originally designed for the Czech-to-Slovak
systeméeélko. A morphological tagger disambiguates the input, indi-
vidual lemmas and tags are translated and transfered into a target lan-
guage and a morphological synthesis creates a target language sentence.
This rather simplistic approach chosen both in the sysBadlko and
Apertium has a substantial drawback in the fact that the morphological
and lexical ambiguity is solved early in the translation process with all
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the consequences—the taggers used are still not sufficiently precise (the
best taggers for highly inflected languages quite naturally still have pre-
cision inferior to their counterparts for English) and thus they introduce
translation errors which cannot be removed in the subsequent stages of
the translation process. The architecture also does not allow to cope with
lexical ambiguity, another source of frequent translation errors.

In the following sections we would like to describe in detail how
the exploitation of chart-based methods may improve the MT between
closely related languages. The description will concern all important process-
ing stages of the system: morphological analysis, shallow syntactic analy-
sis and transfer. The experiments are conducted on a group of Slavic lan-
guages with Czech as a source language and Slovak as a primary target
language.

3 CHARTS IN MORPHOLOGY

As mentioned above, the simplistic architectureQsslko exploits a
morphological tagger for a (complete) disambiguation of ambiguous word-
forms. In our experiments we have decided to replace the tagger by a
shallow syntactic chart parser which helps to (partially) disambiguate the
ambiguous input on the basis of the local context and, at the same time,
it preserves those ambiguous variants which cannot be resolved in such
a way. In order to keep the ambiguities wherever necessary, our system
uses a multigraph (i.e., a graph allowing parallel edges between a pair of
nodes).

In morphology, the advantage of the multigraph is obvious especially
for highly inflected languages. Individual word-forms are very often am-
biguous with regard to the gender, number and case and the possibility to
keep all the variants as long as necessary (until the ambiguity is resolved
in later stages of the processing), is really an important advantage.

The use of a multigraph in a chart parser also has certain hidden draw-
backs which have to be handled by workarounds or tricks. Let us discuss
the most crucial issue.

Let us consider the Czech senteistary hrad se t¥i nadfekou“The
old castle towers over the river”. The phrastary hrad is morpholog-
ically ambiguous (both forms can be used in both nominative and ac-
cusative case). After this phrase has been recognized as the subject of
the main verb, we know that the case is nhominative in this context. And
since there is no other reading where it would be accusative, the parser
can remove this wrong reading.
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But what would have happened if we had the isolated phstsmé
hrady“old castles™? There would be again two possible readings (nom-
inative and accusative) which cannot be resolved due to the lack of con-
text. Nevertheless there are still other meanings for each of the words
independently (disregarding the dependence between them). In this case,
these edges will not be removed during the final cleaning of edges al-
though the parser has analyzed the whole phrase. We can use a simple
workaround in this case: we can insert a new eddeckle between
edges which represent two word forms of the input sentence. These ar-
tificial edges will link both clusters of edges representing different mor-
phological readings. If there is at least one analysis which connects both
words, the parser will remove the shackle during the cleaning phrase and
thus only the complete parse will be preserved for further processing be-
cause the ‘false’ edges will not lie on a valid path any more and will be
deleted as well (the adjective would have more morphological meanings;
for the sake of simplicity, the multigraph contains only one edge with
different gender).

It is obvious that if we modify the multigraph by adding ‘shackles’
between all edges labelled with morphological information about individ-
ual input words we also have to modify all grammar rules accordingly.

4 CHARTS IN SYNTAX

In this section we would like to discuss typical issues of exploiting the
chart parser in a syntactic analysis. One of the most important issues
which may substantially reduce the parsing efficiency of chart parsers
is their natural tendency to create redundant identical results.

4.1 Elimination of identical results

The application of grammar rules to the multigraph is non-deterministic,
the rules are being applied in an order which may look very close to
random. As a result, the application of several different sequences of rules
may lead to identical results, as illustrated in Figure 1:

There are two possible parses:

1. Therule identifying direct objects is applied first, the rule identifying
subjects is applied afterwards.

2. The rule identifying subjects is applied first, the rule identifying di-
rect objects is applied afterwards.
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oteccte knihu

otecCte

Cte knihu

Fig. 1. Example of duplicate parses of a sentence

Theoretically, we would get two edges spanning the whole sentence
and labelled with identical dependency trees (of course, if we adhere to
constituent trees, both structures will reflect the order of application of
grammar rules and they will be different, but let us not forget that we are
primarily talking about the MT system between Slavic languages where
the use of dependency notation has a long tradition). In our implemen-
tation of the parser, this kind of duplicity is recognized automatically to
avoid exponential explosion.

4.2 Multigraph clean-up and further optimization

As long as a rule can be applied to the multigraph, edges are added to it
but no existing edge is removed. The new edges represent (are labelled
with) intermediary feature structures that may be used in further parsing
or they may be candidates for the final result. Once the multigraph cannot
be extended by any rule (according to a particular grammar), the interme-
diary edges need to be discarded from the multigraph since we want only
the most complex feature structures to be processed in the transfer phase.
This clean-up is somewhat similar to garbage collection in programming
languages with automatic memory management.

As an example, let us consider the following Czech verb phrase as the
input of the parser:

(1) auta jezdila
carsNEUT,NOM,PL MOVEPAST,NEUT,PL
“The cars moved/were moving.”
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The input of the parser is the morphologically preprocessed multi-
graph (the multisets of edges between the same pair of nodes reflect the
morphological ambiguity of a word form), which can be found in the
upper part of Figure 2.

After the application of one particular rule, namely the one that at-
taches a noun in nominative (the subject) to its predicate (a resultative
participle in this case), we will get the multigraph from the lower part of
Figure 2 as the result of the syntactic analysis (dotted lines denote used
edges, circles denote used ndges

auta-NEUT,GEN,SG jezdila-PAST,FEM,SG

auta-NEUT,NOM,PL jezdila-PAST,NEUT,PL

auta-NEUT,ACC,PL

auta-NEUT,GEN,SG jezdila-PAST,FEM,S

auta-NEUT,NOM,PL jezdila-PAST,NEUT,PL

auta-NEUT,ACC,PL

Fig. 2. The input and the result of the syntactic analysis

Now we need to get rid of all obsolete edges:

1. First of all, we remove all used edges (denoted by dotted lines).

1 We define used node as a node that has at least one used edge to the left and at
least one used edge to the right.
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2. We remove all edges which start or end in a used node (i.e., the edges
that reflect morphological variants of a used edge which are mor-
phologically misanalyzed in the given context according to the used
grammar).

3. For each patlp from the initial node to the end node, we calculate
the numbeu:(p) of used edges it contains. Then we assign each edge
e the scores(e) = min,epu(p). The score for the whole graph is
defined ass = min.cgs(e). Finally, we remove all edges where
s(e) > s.2

The last step ensures that every edge which remains in the multigraph
lies on a path from the initial node to the end node. The resulting graph
represents the output of the module of shallow syntactic analysis and as
such it is passed to the subsequent module which is the transfer. At the
same time, all complex feature structures (that represent syntactic trees)
that label the edges of the multigraph are being syntactically synthesized.

Processing of long sentences may result in very large multigraphs
with the number of edges growing exponentially. If we had to translate
the Russian phrasenapuwiii samox “old castle” into Czech, the transfer
would give the two features structures from Figure 3.

"3aMOK” "hrad” "zamek”
ADJ ["crapoit” | ADJ  ["stay”]| |ADJ ["stary” ]

Fig. 3. Lexical transfer of feature structures

The syntactically synthesized multigraph is shown in Figure 4.

As the two edges with the feature structure for the adjecttesy
are identical, we can optimize the spatial complexity of the multigraph
by contracting identical edges that have at least one common node. We
call this processompactinghe multigraph. It is obvious that in complex
multigraphs, the number of edges can be lowered significantly. Immedi-
ately before morphological synthesis, the optimization can be even more
efficient if we do not contract only edges with identical feature structures

2 lfthere is at least one path from the initial node to the end node consisting only
from unused edges then the algorithm is equal to the one described in [3], i.e.,
all used edges are deleted as well as edges that do not belong to a path from
the initial node to the end node.
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%‘ ) N
[ ] [ ]
“stary” . \—%

Fig. 4. The result of a transfer and corresponding feature structures

but also those with identical surface form in the target language (there is
an extensive syncretism in Slavic languages).

5 TRANSFER ANDSYNTACTIC SYNTHESIS

Transfer and syntactic synthesis are performed jointly in one module. The
task of the transfer module is to adapt complex structures created by the
parser which cover the whole source sentence continuously to the target
language lexically, morphologically and syntactically. In the following
sections we describe the phase of the lexical transfer and the structural
transfer, the latter being split further in structural preprocessor and syn-
tactic decomposer.

5.1 Lexical transfer

The aim of the lexical transfer is to ‘translate a feature structure lexi-
cally’, i.e., the lemmas associated with feature structures are translated.
Morphological features may be adapted as well wherever appropriate.

In order to demonstrate the nature of the data contained in the dictio-
nary, let us present a fragment of the dictionary used in lexical transfer
between Czech and Slovenian:

Example 1.hvézdalzvezda
dodat|dodati

kuh|konj
strom|drevo|gender=neut;
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Let us have a brief look at the last line of the example. The Czech
nounstrom“tree” is in masculine gender while the gender of its Slovenian
counterpardrevois neuter, that is why there is the additional informa-
tion gender=neutvhich instructs the transfer module to adapt the feature
genderof the corresponding feature structure so that it can be correctly
synthesized morphologically.

5.2 Structural transfer

The task of the structural transfer is to adapt the feature structures of the
source language (their properties and mutual relationship) so that the syn-
thesis generates a grammatically well-formed sentence with the meaning
of the source sentence. It is necessary to admit that the well-formedness
can generally be guaranteed only locally for the part of the sentence the
feature structure covers (this is caused by the decision to exploit shallow
parsing instead of a full-fledged one).
When changing the structure, the transfer may do one of the following

actions:

— to change values of atomic features in the feature structure, to add
atomic features with a specific value or to delete some atomic fea-
tures;

— to add a node to the syntactic tree;

— to remove a node from the syntactic tree.

5.3 Translation of multiword expressions

It is a well known fact that some words of a source language are trans-
lated as multiword expressions in the target language and vice versa, for
example:

Example 2. bafiika“grandmother” (Cze}~ stara mama(Sliv)
zahradn jahoda“garden strawberry” (Cze}» truskawka(Pol)

Since these cases require removing or adding of a subordinated fea-
ture structure (for the adjective) which is equivalent to removing or adding
a node from/to the syntactic tree, such cases are handled by special rules
in the structural transfer.
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6 RANKER

As shown in the previous sections, the multigraph is a very usefull data
structure allowing to keep multiple variants of a translated sentence through
all stages of automatic translation. In order to fully exploit this property,

it is necessary to add a module which would be able to select the best
translation from all variants contained in the multigraph. For this purpose
we have decided to apply a stochastic ranker. The advantage of using a
ranker instead of a tagger is obvious—apart from inserting errors caused
by the imperfection of the tagger into the input sentence the tagger also
disambiguates the input too early and makes the translation process too
straightforward. If we replace it with the ranker we are able to propagate
more translation candidates through the system.

The reason why we are using a stochastic module in a system which
relies a lot on hand-written rules is pretty obvious—it would be very com-
plicated (if possible at all) to resolve the degree of ambiguity preserved
in the multigraph by hand-written rules. The stochastic post-processor is
able to select one particular sentence that suits best the given context.

6.1 Ranking

We use a simple language model based on trigrams (trained on word
forms without any morphological annotation) which is intended to sort
out “wrong” target sentences (these include grammatically ill-formed
sentences as well as inappropriate lexical mapping). For example, the
language model for Slovak has been trained on a corpus of 18.8 million
words which have been randomly chosen from the Slovak Wikigedia

Let us present an example of how this component of the system works.
Let us suppose thet there is the following Czech segment (matrix sen-
tence) in the source text:

Example 3. Spoimost ve zprave
companyFEM,SG,NOM in reportfEm,SG,LOC

uvedla

inform-LPART,FEM,SG

“The company informed in the report...”

The rule-based part of the system is supposed to generate (the shallow
grammar contains no rules for VPs) four Slovak (target) segments that
collapse to the following two after morphological synthesis:

3 http://sk.wikipedia.org
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1. Spold@nog vo spave uviedlj
2. Spol@nog vo spéave uviedla

The Czech wordivedlais ambiguous (fem.sg and neu.pl). According
to the language model, the ranker will choose the second sentence as the
most probable result.

There are also many homonymic word forms that result in different
lemmas in the target languages. For example, the Czechpednsheans
both “then” and “fool-pl.gen”, the wortfi means “three” and the imper-
ative of “to scrub”,Zenumeans “wife-sg.acc” and “(I'm) hurrying out”
etc. The ranker is supposed to sort out the contextually wrong meaning

in all these cases if it has not been resolved by the parser.

6.2 Evaluation

We have evaluated the system of the Czech-to-Slovak MT on hundreds
of sentences mainly from newspapers. The metrics we are using is the
Levenshtein edit distance between the automatic translation and a ref-
erence translation. The reason why we do not use some more standard
evaluation metric such as BLEU [10] is simple—there is no sufficiently
large set of good quality testing data which would contain multiple trans-
lations of each particular source sentence into Slovak. As it has already
been shown in several articles (e.g. [11]), the correlation of BLEU with
the human judgment is not as high as it was generally believed. On top
of that, the reliability of BLEU decreases significantly if only a single
reference translation is used. The edit distance has one more advantage—
while the BLEU score does not provide any clue how complicated is the
post-editing of the result, the Levenshtein metric is pretty straightforward
in this respect and thus it is more suitable for really practical evaluation
of the MT output.

There are three basic possibilities of the outcome of translation of a
segment.

1. The rule-based part of the system has generated a ‘pérfieotsia-
tion (among other hypotheses) and the ranker has chosen it.

2. Therule-based part of the system has generated a ‘perfect’ translation
but the ranker has chosen another one.

3. All translations generated by the rule-based part of the system need
post-processing.

4 By ‘perfect’ we mean that the result does not need any human post-processing.
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In the first case, the edit distance is zero, resulting in accuracy equal
to 1. In the second case, the accuracy is d with d meaning the edit
distance between the segment chosen by the ranker and the correct trans-
lation divided by the length of the segment. In the third case, the accuracy
is calculated as for (2) except that we use the reference translation to ob-
tain the edit distance.

Given the accuracies for all sentences we use the arithmetic average
as the translation accuracy of the whole text. The accuracy is negatively
influenced by several aspects. If aword is not known to the morphological
analyzer, it does not get any morphological information which means that
it is practically unusable in the parser. Another possible problem is that a
lemma is not found in the dictionary. In such a case, the original source
form appears in the translation, which naturally decreases the score. Fi-
nally, sometimes the morphological synthesis component is not able to
generate the proper word form in the target language (due to partial in-
compatibility of tagsets for both languages). In such a case, the target
language (Slovak) lemma appers in the translation.

The results are summarized in Table 1. The results obtained by our
system are compared with the results of an original system for Czech-to-
Slovak MT. The numbers clearly support the claim that the change of the
architecture enabled by an exploitation of a multigraph in all phases of
the translation mentioned in our paper improves the system performance.
The improvement can be attributed both to the shallow parser as well as
the ranker, one without the other provides worse results.

Table 1. Czech-to-Slovak evaluation

accuracy originallranker & chunkeranker & parser
character base®3.9% 96.3% 96.4%
word based | 81.1% 87.8% 88.3%

7 SEGMENTATION

Due to morphological, syntactic and lexical ambiguity, the number of
edges in a chart may grow exponentially during processing a sentence.
Especially for languages with rich inflection, such as Czech and other
Slavic languages, this fact may seriously influence the effectivity of the
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translation process, thus it would be helpful to optimize the processing
of sentences that are too long. Since the method described in this paper
is based on shallow NLP and parts of source sentences are processed in-
dependently, using smaller translation units rather than whole sentences
would speed up the translation process without necessarily lowering trans-
lation accuracy. In our experiment, we have exploited the corpus of Czech
sentences with manually annotated clause structure [12] to see how the
segmentation of compound sentences could help.

The Prague Dependency Treeb[i3] is a large and elaborated cor-
pus with rich syntactic annotation of Czech newspaper texts. A part of this
corpus was manually annotated with respect to structure of sentences—
the concept of segments, easily automatically detectable and linguisti-
cally motivated units was adopted [14]. Segments are understood as max-
imal non-empty sequences of tokens that do not contain any punctua-
tion mark or coordinating conjunction. The sentence annotation captures
the level of embedding for individual segments. This concept of linear
segments serves as a good basis for the identification of clauses—single
clause consists of one or more segments with the same level of embed-
ding; one or more clauses then create(s) a complex sentence.

The definition of segments adopted in the project is based on very
strict rules for punctuation in Czech. Generally, the beginning and end of
each clause must be indicated by a boundary. This holds for embedded
clauses as well. In particular, there are only very few exceptions to a
general rule saying that there must be some kind of a boundary between
two finite verb forms of meaningful verbs.

In the pilot phase of the project, 3,443 sentences from PDT were an-
notated with respect to their sentence structure which gives 7,975 seg-
ments and 5,003 clauses. While most sentences contain only one or two
clauses, the maximal observed number of clauses in a sentence is 11.

An experiment that used segments of the corpus instead of whole sen-
tences as translation units has shown that the translation process was 3-4
times faster (depending on the set of syntactic rules) while the accuracy
of the translation did not change. Thus the only remaining problem is to
refine the algorithm that automatically segments compound sentences of
the source language.

5 http://ufal.mff.cuni.cz/pdt2.0/
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8 CONCLUSIONS

The results achieved in the experiments with machine translation between
two very closely related languages (Czech and Slovak) described in this
paper seem to support the hypothesis that the change of the rather simplis-
tic architecture of the original systeéeélko enabled by an exploitation

of a multigraph and a shallow chart parser combined with a stochastic
ranker of the target language sentences generated by the system resulted
in improved translation quality. The use of a chart-based technique in
several phases of the translation process is a crucial factor for the im-
provement.
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given us exciting data about our own inner merntaldnd also how we -- with our
bodies and brains -- interact with the environmamd cognize. With development
of theoretical frameworks in several discipline®ng with sophisticated brain
mapping techniques, it is now possible to test bypses concerning the workings
of the mind and eventually see answers to moreicdiff questions like
consciousness and several specific cognitive mésmman This journal will provide
a platform for research that integrates disciplindrameworks and proposes
theoretical as well as experimental work that ishemever possible, truly
multidisciplinary.

As an international journal of Cognitive Sciendeistjournal will showcase
research of the best quality that stands solidly veell-developed theoretical
foundations and faces some of the challenging relseasks. Full length research
articles that seek rigorous answers to questiomsid-brain interaction and hence
cognitionand thought-provoking theoretical artickesit challenge received views
and explore new options will receive priority. Rasz that is merely confirmatory
will be given less importance. The journal will @lgublish careful book reviews in
these domains. All submissions will be rigorousgepreviewed and will maintain
highest standards of quality.

The following kinds of articles are appropriate ftbe journal: (a) theories or
theoretical analyses of cognitive processes ard braory; (b) experimental studies
relevant to theoretical issues in cognitive scien@@ computational models of
neural and cognitive processes and (d) discussainsew problem areas or
methodological issues in cognitive science.

The journal will publish four categories of artigleRegular articles have a
word limit of 20000 words. Brief reports have agetrlength of about 4,000 words.
Letters to the editor are expected not to exce@@0Lwords, and may include
commentaries on articles, responses to commentaaigsd discussion items of
general relevance to the cognitive science commubok reviews should not
exceed 1,000 words.
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ABSTRACT

The development of a Manipuri to English examplsebda
machine translation system is reported. The seetdewel
parallel corpus is built from comparable news comoPOS
tagging, morphological analysis, NER and chunkinge ar
applied on the parallel corpus for phrase levelgalinent. The
translation process initially looks for an exact teta in the
parallel example base and returns the retrievedyéaroutput.
Otherwise, the maximal match source sentence igifideh For
word level mismatch, the unmatched words in the irgat
translated from the lexicon or transliterated. Unuteed
phrases are looked into the phrase level paraliameple base;
the target phrase translations are identified andert
recombined with the retrieved output. The systeruisently
not handling multiple maximal matches or no matthl (or
partial) situation. The EBMT system has been euelliavith
BLEU and NIST scores of 0.137 and 3.361 respectibeler
than a baseline SMT system with the same training) test
data.

Keywords. Example based machine translation, Manipuri — Bhgli
Sentence Level Parallel Corpus, Phrase Level AlegmtirEvaluation
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1 INTRODUCTION

Machine Translation (MT) is the process of transtatext or speech
units from a source language (SL) into a targegu=ge (TL) by using
computers while preserving the meaning and intéafice. Various
MT paradigms have so far evolved depending upon th@aranslation
knowledge is acquired and used. The main drawbbBute Based MT
systems is that sentences in any natural languageassume a large
variety of structures and hence translation reguirenormous
knowledge about the syntax and semantics of battSthand TL. On
the other hand, SMT techniques depend on how atyraarious
probabilities are measured. Realistic measuremeafs these
probabilities can be made only if a large volumesehtence aligned
parallel corpora is available. The requirement bfTSsystem for big
parallel corpus and inability to get back the ar@itranslation used
during training prompted the use of the EBMT pagadifor Manipuri-
English MT system. An EBMT system stores in itsrapée base the
translation examples between the SL and TL. Thesamples are
subsequently used as guidance for future transldatieks. In order to
translate a new input sentence in SL, all matcl8hgsentences that
match any fragment of the input SL sentence anéevetd from the
example base, along with their translation in Tlhe3e translation
examples are then recombined suitably to genenat&ranslation of the
given input sentence.

Manipuri is a less privileged Tibeto-Burman langeiagpoken by
approximately three million people mainly in thatst of Manipur in
India as well as its neighboring states and incihntries of Myanmar
and Bangladesh and is in the VIII Schedule of IndZonstitution with
little resource for NLP related research and dgualent. Some of the
unique features of this language are tone, the utiggtive verb
morphology and predominance of aspect than tensek lof
grammatical gender, number and person. Other festare verb final
in word order, lack of numeral classifier and esfga suffix with more
limited prefixation. Different word classes arerfaed by affixation of
the respective markers. This is the first attenoptiévelop Manipuri-
English machine translation using example basedoajgp.

There is no parallel corpus available to developnidari-English
MT system at the first place. In our present worknipuri-English
news parallel corpora is being developed from wela initial step
using a semi-automatic approach. The translationthodelogy
incorporated in our system is to search and ideritf (a) complete
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sentence match (b) phrase level and finally (c)dwewrels and using
entries from the lexicon after applying suffix revataddition
operations using a suffix adaptation module. TheMEBsystem
developed so is compared with a baseline SMT systsimy Moses
decoder. The rest of the paper is organized in sgctvay that related
works are discussed in section 2, parallel cormyvldpment at section
3, EMBT system methodology in section 4, evaluatiosection 5 and
conclusion in section 6.

2 RELATED WORKS

Aligning sentences in bilingual corpora based osiraple statistical
model of character lengths using the fact that éorgentences in one
language tend to be translated into longer sensermcethe other
language, and that shorter sentences tend to bslated into shorter
sentences is reported in [6]. Reliable measureeXtacting valid news
articles and sentence alignments of Japanese agigiEare reported in
[12]. Statistical alignment tool such as GIZA++ [28e used for words
and phrase alignment of statistical machine traioslasystems. The
EBMT system as reported by Makoto Nagao at a 19&ifecence
identified the three main components: matching rfragts against a
database of real examples, identifying the cormedjmg translation
fragments and then recombining these translatiagnfients to give the
target text. Researchers [25], [10] have consid&B#MT to be one
major and effective approach among different MTapgayms, primarily
because it exploits the linguistic knowledge staredn aligned text in
a more efficient way. Example-based Machine Trdiwsig13] makes
use of past translation examples to generate #mslation of a given
input. [4] learn translation templates from EngliBlrkish translation
examples. They define a template as an examplslation pair where
some components (e.g. word stems and morphemeggaetalized by
replacing them with variables in both sentence® U$e of morphemes
as units allows them to represent relevant templfate Turkish. There
is currently no template implementation in our EBIjistem. EBMT
systems are often felt to be best suited to a sgbkge approach, and
an existing corpus of translations can often semwaefine implicitly the
sublanguage which the system can handle [25]. EB®IT highly
inflected language with free order sentence carestiis like Basque to
English [18] are reported using morphemes for basilysis. Hybrid
Rule-Based — Example-Based MT using sub-sentendiatlation units
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are reported in [17]. There are reports on traimgarom poor to rich
morphology languages [2], namely English to Czenll &nglish to
Hindi in Indian context [1]. Phrasal EBMT Systemr féranslating
English to Bengali is found at [27].

3 PREPARATION OFEXAMPLE BASES

Manipuri is a less computerized language and thallph corpora,
annotated corpora, dictionary and other lexicabueses are generally
not available. The following three example basesHhaeen developed
as part of the present work:

1. Manipuri-English Parallel corpora of 16919 sentence

2. Manipuri-English dictionary of 12229 entries which
includes 2611 transliterated words

3. Manipuri-English — 57629 aligned phrases

3.1 Sentence alignment

The Manipuri-English parallel corpus is collectedm news available
in both Manipuri and English in a noisy form from
http://www.thesangaiexpress.com/ The corpora is comparable in
nature as identical news events are described th btanipuri and
English news stories. There are 23375 English ahtd2 Manipuri
sentences respectively in the noisy corpus. A sehmvaatic parallel
corpus extraction approach is applied to align d¢bgpora in order to
make it usable for the Machine Translation systé&s.part of the
process, the articles are aligned and dynamic progring approach
[6] is applied to achieve the sentence pairs afteking sure that there
are equal numbers of articles on both sides. Basethe similarity
measures [12], we allow 1-toor n-to-1 (L<=n<=6) alignments when
aligning the sentences. Letilind E be the words of Manipuri and
English sentences fatth alignment. The similarity betweevii and Ei

is calculated as:

SIM(Mi,E) = coMi x Ei) + 1 (D)
(NIi) + 1(Ei) - 2coMi x Ei) + 2

where,
I(X) =>xeX f(x) , f(X)is the frequency of x in the sentences.
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co(Mi x Ei) = Y (m,e)J Mi x Ei min(f(m), f(e))

Mi x Ei = {(m, e))m [ Mi, e LI Ei } and Mi x Eiis a one-to-one
correspondence between Manipuri and English words.

A Manipuri stemmer is used in order to make usa afedium size
dictionary since there is no Manipuri Wordnet aablé. After the
parallel alignment and cleaning, there are 1691%9allgh news
sentences. The Manipuri-English dictionary [7] &iry digitized and
currently contains 9618 Manipuri words. Use of sld@arated English
words in Manipuri is very prominent and there a6d P transliterated
words.

3.2 Morphological Processing

In Manipuri, words are formed by three processdtedaaffixation,
derivation and compounding. The majority of thetsofound in the
language are bound and the affixes are the detemgniiactor of the
word class in the language. In this agglutinatimeguage the numbers
of verbal suffixes are more than that of the nomngudfixes. Works on
morphological processing in Manipuri are found3hdnd [19].

Verb morphology does not indicate number, perscendgr or
pronominal agreement between the verb and its aegtsnThere are
two derivational prefixes: an attributive prefix iwh derives adjectives
from verbs and a nominalizing prefix which derivesins from verbs.

A noun may be optionally affixed by derivational mbemes
indicating gender, number and quantity. A noun rhaye one of the 5
semantic roles: agent, actor, patient, reciprooal/@nd theme. Actor
and theme roles are not indicated morphologicalifjle all other
semantic roles are indicated by an enclitic. Wolass and sentence
identification using morphological information isported in [20].

3.3 POS Tagging and Chunking

Works on the POS tagging for Manipuri have beemrtepgl in [21] that
describes Morphology Driven POS tagger of Manimsiwell as in
[22] that uses Support Vector Machines (SVM) andnditional
Random Fields (CRF). The Manipuri tagset is theesamthe 26 tagset
defined for the Indian languages. The POS taggér 26 tags using
SVM methodology is identified as more viable foe thresent system

http://shiva.iiit.ac.in/SPSAL200#iitagset_guidelines.pdf
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because of its detailed 26 tags. The English seateare POS tagged
and chunked using fnTBL [14].

There is no evidence for a verb phrase constituirehManipuri. The
Manipuri verb clause consists of a verb (V) andaitgument (i.e., noun
phrase) this verb subcategorizes for. Given below the phrase
structure rules which derive sentences in Manipuri.

1) S> NP*V
NP* > NP NP NP ...

Example of a Manipuri sentence is given here.

AR NS SOTEET SReky A

apikpa amotpa asonba angangdu kappi

[ NP | V
Small dirty weak that chil crying
‘The small, dirty, weak boy is crying’

A noun phrase may consist of a noun followed bywvagional and
inflectional morphology or a noun and adjectivesmerals and/or
guantifiers. The order of these constituents witlie noun phrase is
relatively free.

2) NP> N (Adj*) (Num/Quant)
NP> (Adj*) N (Num/Quant)

For example,
ToF AT, S |
uchek achoubadu phajei
That bird big is

beautiful.
| NP |
Grammatically, a sentence must consist of an itdtbwerb, which
is a verb root and an inflectional suffix. An adviet clause can be
derived through the suffixation of clausal suboatidnts to a
nominalized clause. The phrase structure rule wisiaclsed to generate
adverbial clause is
3) AdvP> S’ CS
S’ is the sentence and CS is the clausal subodtindtcan be a
locative markerw (da) . e.g.,
DraEmy Risain|
eikhoida lakpada
To our place upon coming home
‘when coming to our place’
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The SVM based chunker [11] is used. The trainimracess has been
carried out by YamCHatoolkit, an SVM based tool for detecting
classes in documents and formulating the chunlasl &s a sequential
labeling problem. For classification, we have usEdySVM-0.07
classifier that seems to be the best optimized gnpatblicly available
SVM toolkits. We train the system with 1,600 sewtes of 35,120
words and used the model.

3.4 NER module

The NER system for Manipuri [23] is developed usgpport vector
machine considering the four major named entitgs,tnamely Person
name, Location name, Organization name and Misoedlas name.
The training process has been carried out by Yan@dlait, an SVM
based tool for detecting classes in documents amdulating the NER
tagging task as a sequential labeling problem édhimvith 28,629
sentences. For classification, we have used TinySMM classifier
that seems to be the best optimized among pubtebilable SVM
toolkits. Experimental results show the effectiven@f the proposed
approach with the overall average Recall, Preciaioth F-Score values
of 93.91%, 95.32% and 94.59% respectively. The whemities are
transliterated into the target language using niediifjoint source
channel model for transliteration [28].

3.5 Word and Chunk alignment

Each Manipuri word has no one-to-one correspondeiitethe words
of English sentences and also there is no diragivakgnce of Manipuri
case markers to English. Words and phrases aneedligsing GIZA++,
a statistical word alignment toolkit [26]. The higfuality aligned
phrases are extracted in order to feed into thermgdion module of the
system. A word in Manipuri can correspond to selvErgylish words
and vice versa. Some of the examples are:
T e (wathok lanthoR <> crisis
emar (louthabg € —>take something down
e @ (louthok lousin€&—> give and take
wRaFar (chaikhaybd<—> scatter

? http://chasen.org/~taku/software/yamcha/
* http:/ichasen.org/~taku/software/TinySVM/
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Also some Manipuri to English translation variagonith additional
suffixes but maintaining the same meaning is olekns given below:

®&s=@a1 (chet-han-ba), ef=@=7@ (chet-sin-han-bag-> tighten
¥z (Ngahak ) s ezw: (Ngahak-tang) <> awhile

The variations of the verb part are caused byrhRision/exclusion
of derivational suffixes. The verbal suffixes arged to indicate the
mood, aspect and not only indicating the type afesaces.

REETN cowy @ STIAEBA T wrfafem RECRICH % |
Discount-gi senpham adu  government-na fisméa-singda hanjin-gani hai-khi

It was said that the amount of discount willrbienbursed to fish farmers by the Governms

Figure 1: Equivalence between Manipuri and Englismponents

Chunks are aligned using a dynamic programmingt-gidiance
style” alignment algorithm. In the following denotes an alignment
between a target sequereand a source sequerfgavith | = |e| andJ
= |f |. Given two sequences of chunks, we are lookingtlier most
likely alignmentd:

d= argmax P(ale,f) = argmax P(a, ¢€|f).

a a

Considering alignments such as those obtained bgditrdistance
algorithm, i.e.

a= (t,8) () ... (tws),

with [ k LI [1, n], t, L [0, 1] ands, LI [0, J], and [J k <k*

tk < tk/ or tk/: 0,

&S s orse= 0,

I O Ukeftd, 30 Uerdsd,

wheret, = 0 and s = 0 denote a non-aligned target and source
chunks. We then assume the following model:

Plaelf) = [IP(twscelf) = [IkP(eklfs),
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where P( &lfj) and P(ei[f;) ) denote an “insertion” and “deletion
probabilities respectively.

Assuming that the parametd®$ ef; |fs; ) are known, the most likely
alignment is computed by a simple dynamic-prograngralgorithm
which is a classical edit-distance algorithm in evhidistances are
replaced by inverse-log-conditional probabilitieMoreover, this
algorithm can be simply adapted to allow for bleankvements, in the
context of MT evaluation [8]. This adaptation ixessary to take into
account the potential differences between the ooderonstituents in
Manipuri and English. We compute these parametgnzlying on the
information contained within the chunks consideriwgrd to word
probabilities and chunk labels. Relationships betwehunks are then
computed using the model:

P(elf) =) P(a, &lf) = max P(a, eilfj) = Hkrlrax P(ei [fi) -

In the case of chunk labels, a simple matchingrétyn is used. It is
possible to combine several sources of knowledgea ifog-linear
framework, in the following manner:

logP(elf) = D AdogP(elf) -logZ

wherePk(.) represents a given source of knowledgethe associated
weight parameter anda normalization parameter. To produce a higher
quality, the aligned phrases generated using GlZAreralso added to
the aligned chunks extracted by the chunk alignmedule.

4 MT SYSTEM DEVELOPMENT METHODOLOGY

This is the first attempt to build MT system for Mpuri to English.
While the EBMT employ pattern matching technique ttanslate
subparts of the given input sentence , two fundaahgiroblems of
developing Manipuri to English EBMT system are {@jle syntactic
divergence between the source and target languagydsgher degree
of agglutination and richer morphology of Manipwompared to
English. Considering the first problem, we resoivéy adapting the
following approach of reordering the input Manipusentence.
Manipuri follows verb final in word order and theis lack of
grammatical relation between subject and object. &ample, the
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following sentence pair follows the same meaningniba drives the
car), though with different emphasis.

@T-= FE- @R
Tomba-na Car-du thou-i
Tomba-nom Car-distal drive
FE- ©E-T @R
Car-du Tomba-na thou-i
Car-distal Tomba-nom drive

The identification of subject and object in botle thentences are
done by the suffixesdT (na) and 7 (du). The case markers are the
critical part of conveying right meaning duringrséation though the
most acceptable order is SOV. The basic differesfc@hrase order
compared to English is handled by reordering thputnsentence
following the rule [16]:

CnSmS'On0'V'RV' 2 SV V,00,.Chy

where, S: Subject

O: Object
V : Verb
C.: Clause modifier
X': Corresponding constituent in Manipuri,
where Xis S, O, or V
Xm: modifier of X

The phrase reordering program is written using pleel module
Parse::RecDescent.

There is no direct equivalence of the Manipuri casarkers in
English. So, establishing a word level similarigtlveen Manipuri and
English is more tedious if not impossible. Essélgtiall morphological
forms of a word and its translations have to erishe parallel example
bases, and every word has to appear with evenjlpessase marker,
which will require an impossibly huge amount of exde base.
Dealing at sub-sentence level replicates more cexityl even at the
level of chunking, before the actual process kicks One major
advantage of EBMT is that it requires neither aehpgrallel corpus as
required by SMT, nor it requires framing a largérbase required by
RBMT. Study of EBMT is therefore feasible for usvas do not have
access to such linguistics resources. The traoslatieps incorporated
in our system is to search and identify for (a) ptete sentence match
(b) phrase level and finally (c) word levels andihgsentries from the
lexicon after applying suffix removal/addition op#ons using a suffix
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adaptation module of the source language inpuiesent translate the
corresponding units individually to the target laage and finally
arranging the translated phrases to form the tdaggjuage equivalent
of the source language sentence. While relating Mamipuri and
English noun phrases (NPs), NPs usually end witase-morpheme
that contains information about case and number.example gt
gmstar (school-du-gi nupamacha-sing-du-naby* the boys of the
schoot) is related as follows:

7 (school,schoo) + w(du- distal markerthe) + (gi- case markerf)
sl nupamacha,boy)+fr(sing - plural marker,s)+ w(du- distal
marker,the)+ai(na —case markehy)

The input sentence is passed through a stemmedeér to separate
the significant suffixes along with the correspamginformation for the
phrase level and word adaptations. Basic sentgpes in Manipuri are
determined through illocutionary mood markersoélvhich are verbal
inflectional suffixes, with the exception of thedrrogative which is an
enclitic.

The simple aspect markers azey, -fr -mi, & -ni, - -pi, & -ngi, -
fr -li. The progressive aspect makers ate—i, & -li . The perfect
aspect markers are —re, « -le. To handle the various surface words of
the input text, a stemmer is plugged in to maxintize matches. In the
matching module, there is establishment of cormedpnce between
units in a bilingual text at sentence, phrase ordwevel. Sentences
can, however, be quite long. And the longer they tire less possible it
is that they will have an exact match in the tratish archive, and the
less flexible the EBMT system will be. In practi@&BMT systems that
operate at sub-sentence level involve the dynareiivation of the
optimum length of segments of the input sentenceabglyzing the
available parallel corpora [5]. This requires agaaure for determining
the best “cover” of an input text by segments oftsaces contained in
the database. It is assumed that the translatidheobegments of the
database that cover the input sentence is knownatVith needed,
therefore, is a procedure for aligning parallet$eat sub-sentence level.
If sub-sentence alignment is available, the apgrasdully automated
but is quite vulnerable to the problem of low gtyalas mentioned
above, as well as to ambiguity problems when tloglpced segments
are rather small. The problem of multiple phrasetchies will be
handled later using the language model of the talgeguage by
picking up proper target phrase. The other altéreathat will be
experimented in future will be to look for most pable maximal
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match using frequency information for each pargiki. If there is no
match, either partial or full, in the example babe, future plan is to go
for phrasal EBMT system. The algorithmic stepsdattd are depicted

below:

a. If there is Sentence level match
Produce exact output translation
b. Else process the input — POS, Morph, NER and Chunks
For maximal match (find the sentence in the Exanijdse
that matches most with the input)
i. one maximal match

phrase level mismatch - look for phrase
level match and return output, replace this
translated phrase in the retrieved target for
the maximal match sentence as the parallel
sentence level Example Base is phrase
aligned

word level mismatch - look into the
bilingual lexicon or transliteration

above is applicable for more than one word
or phrase mismatch

ii.  more than maximal match

carry out the above process for all the
maximal match pairs. The best target
among multiple outputs is selected using
the language model.

take the pair that occurs most in the
Example Base — keep frequency
information for each pair, then do as in one
maximal match.

iii.  no match in the sentence level and maximal

go for phrasal EBMT

Finally, the translated fragments obtained so titehed together to
form the target sentence following the reorderinigs as per the target

language.

5 EVALUATION

The EBMT system is developed with parallel 15316teeces, 57629
phrases and 12229 words and evaluated with 900 gfalddard test



MANIPURI-ENGLISH... 213

sentences. We use BLEU and NIST scores for theuatiah of our
system. A higher BLEU score indicates better tratieah. We develop a
Manipuri-English baseline SMT system with the sasxample base
used for EBMT and compare the result with EBMT sgstdeveloped
as shown in table 3. There is no previous repaatlavie of Manipuri-
English SMT system either. The Moses [9] decodewussd. The
English (trigram) language model is trained on Emglish portion of
the training data, using the SRI Language Modelinglkit [24] with
modified Kneser-Ney smoothing.

The two experiments of EBMT and SMT are done usi®s@19
sentences plus 12229 words. The testing is dome thnid taking 300
sentences each.

Table 1 : Statistics of corpus used

#sentences #words
Parallel corpus 15319 366728
Test corpus (300+300+300)=900 20190

Table 2: Evaluation result

Technique Test#: Test #: Test#i Average
BLEU NIST BLEU NIST BLEU NIST BLEU NIST

Baseline 0.134 3.405 0.125 3.12 0.126 3.06 0.128 3.195
SMT
EBMT 0.150 3.513 0.131 3.25 0.132 3.32 0.137 3.361
system

6 CONCLUSION

The result of initial experiment of Manipuri-Endli€EBMT system is
quite encouraging with NIST score of 3.361 and BL&3dre of 0.137
which is better than a baseline SMT system. Sittee,source side of
the translation is highly agglutinative and morggitally rich,
incorporating the morphological information couldl improving the
system. However, the performance of the overalltesyscan be
improved further with the addition of other modutegh as word sense
disambiguation, multiword expression etc. By progendling of
divergence and adaptation of Manipuri-English EBpEFformance can
be further improved.
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ABSTRACT

This paper focuses on the task of bilingual clustgrwhich
involves dividing a set of documents from two dffier
languages into a set of thematically homogeneowsig. It
mainly proposes a translation independent approsggécially
suited to deal with linguistically related language In
particular, it proposes representing the documemntspairs of
words orthographically or thematically related. The
experimental evaluation in three bilingual collects and using
two clustering algorithms demonstrated the approjer@ss of
the proposed representation, which results are @ratge to
those from other approaches based on complex ktigui
resources such as translation machines, part-oéspéaggers,
and named entity recognizers.

1 INTRODUCTION

In recent years, due to the globalization phenomertbere is an
increasing interest for organizing and classifyidgcuments from
different languages. In this scenario, documentteling aims to
identify subsets of documents thematically relatedspite of their
source language.

The traditional approach for document clusteringo&sed on the
assumption that it is possible to establish théctop documents solely
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from the frequency of their terms. This basic applois appropriate
for monolingual clustering since all documents msy represented
using the same set of words; nevertheless, in dlimglal situation,
where documents belong to different languages,s ituseless. An
immediate solution to this problem is the applioatof a translation
process which allows to construct a common reptasien for all
documents, and, therefore, to apply any existingteking method.

Even though the translation-based approach is dh@ron strategy
for multilingual document clustering (MDC), thererea certain
linguistically related languages in which it woudd possible to apply a
translation-independent approach. Particularly, refer to languages
that belong to the same linguistic family (like ramce languages), or
that by historical reasons or geographic closeress borrowed a
number of words (as the case of Spanish and Enghsh this kind of
languages, it is possible to construct a joint espntation of their
documents based on words such as common nameggntibgnates
and foreign words

Taking advantage of the above circumstance, in fdper we
explore a translation-independent bilingual clustgrapproach that
represents documents by a set of pairs of relatedisy We mainly
consider two kinds of pairs of related words: ore tbne hand,
orthographically related words such as ‘“presidgmesident” or
“presidente-presidential’, and, on the other hahématically related
words such as “candidato-voters” or “presidentetgas”, which may
be extracted from the contexts of the firsts. Tfeee the main
contribution of this paper is a method for the astion of these kinds
of pairs of words (herein referred as translatissiependent features)
and the evaluation of their usefulness as docuifeantres in bilingual
clustering tasks.

The rest of the paper is organized as follows. i8ec2 presents
some works on multilingual document clustering. tec3 details the
method for the extraction of translation-independeatures. Sections
4 and 5 describe the experimental configuration amdults
respectively. Finally, Section 6 presents our cosions and some ideas
for future work.

1 Common (or cognate) named entities such as “Bardmkn@” which are
equally written in Spanish and English; cognateshsas “presidente” and
“president”; and foreign words such as “softwarkéattis an English word
normally used Spanish.
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2 RELATED WORK

As we previously mentioned, the translation-baspgr@ach is the
traditional strategy for MDC. Methods from this apach differentiate
one from another by the kind of resources they fasdranslation as
well as by the parts of the texts they translateer& are methods that
achieve the translation by means of automatic katinoa machines [3,
6, 7, 13], and methods that use a bilingual thesaar dictionary [12,
14]. Similarly, some of these methods translate wihele documents
[6], whereas some others only translate some spéefwords or parts
of speech [3, 7, 9, 13].

Motivated by the fact that the performance of tirsl of methods is
affected by the quality of the automatic transkatidontalvo et al. [8,
9] proposed a translation-independent clusteringhatk that takes
advantage from the lexical similarities existinglimguistically related
languages. In particular, they proposed using ciegnamed entities as
document features. Their results in a bilingualposr consisting of
documents describing a common set of news evedisaite that this
kind of features leads to good results in bilinglatument clustering.

A possible criticism to the above conclusion miglet that it was
drawn from a restrictive experimental scenario, ieheamed entities
hold a very important role. However, it is expectbdt for other kind
of collections about more general topics, the presef cognate named
entities will be lower, causing the generation glrse document
representations and, therefore, a degradatioreofltistering quality. In
order to tackle this problem, in this paper we js®p to represent
documents by a broader set of orthographicallylamgairs of words,
allowing features such as “presidente-presidentialhich are not a
translation of each other, but show a clear semargiation. In
addition, we propose enriching the representatiprinoluding some
thematically related pairs of words such as “presid-elections”,
which do not present any orthographic similarityt lnay be extracted
from the contexts of orthographically similar paifsvords.

In order to confirm our claims about the robustnafsthe proposed
features, we present an evaluation that considerset bilingual
collections of news reports from the same themadi®gory but that
describe very different events. Somehow, by thjgeexnent, our aim is
to investigate the limits of translation-independératures in the task
of bilingual document clustering.
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3 EXTRACTION OF TRANSLATION-INDEPENDENTFEATURES

As we previously mentioned, our proposal is masipported on the
idea that, for two linguistically related languages pair of words
having a high orthographic similarity tend to maint a semantic
relation, and, in addition, that the contexts ofs words tend to be
similar and thematically consistent.

Based on the above assumptions we designed a médtirod
extracting a set of translation-independent featuf@m a given
bilingual document collection. This method cons&dero main steps.
The first step focuses on the identification of althographically
similar pairs of words, whereas, the second usesetpairs of words in
order to discover others that tend to co-occurhigirt contexts, and,
therefore, that maintain a “possible” thematic tiela

At the end, we represent the documents from thengivilingual
collection using all extracted features, being efectiure defined as a
pair of related wordsag, w,), wherew; is a word from language, and
W, is a word from languade,.

The following two sections describe in detail theraction of both
kinds of features, orthographically and thematicaiklated. Then,
Section 3.3 formalizes the representation of doausby the proposed
set of features.

3.1 Features based on Orthographic Similarity

Given a document collectionD] containing documents from two
different languaged.¢ andL,), the extraction of this kind of features is
carried out as follows:

1. Divide the collection in two setsD¢ and D,); each one
containing the documents from one single language.

2. Determine the vocabulary (i.e., set of differentrd®) from each
language, eliminating the stop words. We mentigs¢hsety/;
andV, respectively.

3. Evaluate the orthographic similarity for each paimords from
the two languagesim,(wOV1, wOV,). In our experiments we
measured this similarity by the quotient of thegénof their
longest common subsequence (LCS) and the lengthhef
largest word. For instance, the LCS of the woragstraliand
(in Spanish) and dustralief (in English) is ‘a-u-str-al-i-n”,
and, therefore, their similarity is 9/11.
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4. Select as candidate features all pair of wond§1;, w0V,)
having an orthographic similarity greater than @egi specified
threshold. That is, we consider that the pair ofdsov, w) is a
candidate translation-independent featusrit,«(w;, w;) = a.

5. Eliminate candidate featuresv( w;) that satisfy one of the
following conditions: simy(W;, W) < simy(WOVy,w) or
Simp(Wi, W) < simy(wi,wiV5). The purpose of this final step is
to select only the strongest relation for each werwiding the
generation of many irrelevant features.

At this point it is important to comment that thiistial step of our
method is similar to other existing approachesaiaiomatic extraction
of cognates [2, 5, 10]. It also determines thetimtaof two words by
their orthographic similarity, however, it extradteese pairs of words
from the own target document collection avoiding tlse of a parallel
corpus or bilingual dictionary. Because of this refateristic, the
proposed method can extract a great number okecklabrds, some of
them incorrect but the vast majority useful for thEDC task. In
particular, it may extract pairs of words that ac¢ cognates in a strict
sense but that maintain some semantic relation asctpresidencia”
(presidency in Spanish) and “president” (in English

In addition to the extraction of a great numberre@fted pairs of
words, this method does not require applying preeg$or POS tagging
or named entity recognition, and, therefore, it rbayeasily adapted to
several pair of languages.

3.2 Features based on Thematic Closeness

As stated in the beginning of Section 3, this sdcatep of the
extraction method is based on the idea that theasBorelatedness of
two words may be calculated according to their dakineighbors.
Therefore, it considers that a pair of words froifiedent languages
(wiOL;, wLy) may be thematically related if they tend to cowrc
with the same set of orthographically similar worde order to
illustrate the idea behind the method considefdhewing example.
Given a bilingual collection formed by documentsSpanish and
English, and once extracted a set of orthographicamilar features
{(presidente, president), (Obama, Obama), ..., (cesmrcongress)}, it
may be possible to assume that the word “elecciofadsctions in
Spanish) and “voters” (in English) are thematicaklyated given that
“elecciones” tend to co-ocurr with words such “pdeste, Obama and
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congreso”, whereas “voters” co-occur with “presifle®bama and
congress”.

The following lines describe the general procesgte extraction of
this kind of features.

Given a collection of documenf3 with documents written in two
different languages, called; and L,, the extraction of thematically
related pairs of words is carried out as follows:

1. Divide the collection in two setsD{ and D,); each one
containing the documents from one single language.

2. Determine the vocabulary (i.e., set of differentre&) from each
language, eliminating the stop words. We menti@s¢hsety/;
andV, respectively.

3. Select the subset of orthographically “equal’ feasu E)
extracted in the previous stp= {(w;, W)|simy(w;, w;) = 1}.

4. Represent each word frobh by a vectow; = <pjy, piz,..., Pigf»
wherep; indicates the number of documents in which ward
co-occurs with one of the words from featjre

5. Compute the similarity for each pair of words frahe two
languages; simy(Wi0V;, wOV,). In our experiments we
measured this similarity based on the vector remtasions
defined in (4) and using the cosine formula.

6. Select as features all pair of wordgL(V;, w,[IV,) having a co-
occurrence similarity greater than a given spettifiereshold.
That is, we consider that the pair of words;, (w) is a
translation-independent featuresifry(wi, W) = S.

3.3 Representation of Documents using the ProposeduFesat

We describe the documents from the bilingual ctitbecD using all
extracted features. In particular, we represent edgcument by a
vector di = <pi1, Pizr..., Pipp, Where py indicates the relevance of
featuref, in documentd;. We compute this relevance based on the TF-
IDF weighting scheme as indicated below.

Considering that featurk; is represented by the pair of wordg,(
W), Wherewy, belong to language; andws, belong to languagke,, pix
is calculated as follows:

#(ka* di 0 Dx)

D
P =THy XIDF = X Iog[#(wlk D )+#(Wk D )J
M1 2k =2
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where #{v, d;) indicates the number of occurrences of the wagd
in document;, #( wy, D,) the number of documents from language Lx
in whichwy occurs, d;| the length of document and P| the number of
documents in the whole collection.

4 EXPERIMENTAL SETUP
4.1 Evaluation Corpora

The document collection used in the experimentssgslection of news
reports from the Reuters Multilingual Corpus Voladd Vol. 2. This
selection includes documents from three languagasiely, Spanish,
English and French, and from 16 different categorieable 2 shows
some numbers about this collection.

It is important to remember that all experimentgavdone using a
pair of languages; therefore, we carried out thyi#egual experiments:
one for Spanish-English considering 922 documeaiter for Spanish-
French considering 955 documents and another fglignFrench with
895 documents.

Table 1. Corpora Statistics

Langua Documen Vocabular Words Phrases
ge ts y per per
without document  document
stop words  (average) (average)
Spanish 491 13437 49.19 3.87
English 431 11169 41.06 3.03
French 464 13076 47.34 3.67

4.2 Clustering Algorithms

Given that our aim was to evaluate the usefulndsth® proposed
features as an individual factor in the task of BW& considered a
common platform for all experiments, which uses shene weighting
scheme for all types of features (TF-IDF), the sainglar measure for
comparing the documents (cosine measure), as weliva different
clustering algorithms.

2 http://trec.nist.gov/data/reuters/reuters.html
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From the vast diversity of clustering algorithmer(& survey refer to
[15]), we decided using the Direct algorithm [4] [feototype-based
approach) and the Star algorithm [1] (a graph-bagguioach) because:

On the one hand, these algorithms impose différgnit restrictions;
while the first requires knowing the number of desclusters, the
second only needs to consider a minimum threshglddr document
similarity.

On the other hand, the Direct algorithm has beewipusly used in
BDC works [8, 9], and the Star algorithm has beecently used in
monolingual document clustering tasks [11].

4.3 Evaluation Measure

The used evaluation measure wasREheeasure. This measure allows
comparing the automatic clustering solution agaé@nstanual clustering
(reference solution). It is traditionally computed described below,
where a value off = 1 indicates that the automatic clustering is
identical to the manual solution, and a valué€ of O indicates that both
solutions do not have any coincidence.

F= %“%max{F(i,i)}

.y _ 2xrecall(i, j)x precisior{i, j)
Fl.1)= recall(i,j)J+ p:)ecisior(i,j)J

In this formula,recall(i,j) = ny/n; andprecisior(i,j) = ny/n;; wheren;;
is the number of elements of the manual cluster the automatic
clusterj, n; is the number of elements of the automatic clysaéedn; is
the number of elements of the manual cluster

5 EXPERIMENTAL RESULTS

In order to evaluate the appropriateness of theqwed representation
we performed three bilingual experiments and carsid two different
clustering algorithms. Tables 2 and 3 shows thelt®sorresponding to
the best experimental configuration indicated by particular
combination of values of (orthographic similarity threshold)? (co-
occurrence similarity threshold) ard (document similarity threshold
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for the Star algorithni) In addition, these tables also include two
baseline results: on the one hand, the result®aetiby a translation-
based method, and, on the other hand, the resolts & translation-
independent approach using cognate named entiseslogument
features [8, 9]. For the first case we used thasteion machine
available from Googfe and applied a document frequencFj
threshold for dimensionality reductiil6], whereas, for the second
we performed the recognition of named entities gishreeLing for
Spanish, Lingpipe for English and Lia_NE for Frehch

The obtained results show that the proposed metbledrly
outperforms the approach considering the use afategnamed entities
as document features; in average, the MAP scoee§ 6% and 8.6%
greater when using the Direct and Star algorithespectively. From
these tables, it is also possible to notice thsiilte from the proposed
method are very similar to those from the transtatiased method,
indicating that our proposal is a competitive altgive when dealing
with bilingual collections from linguistically refed languages, but
having the advantage of not requiring any langyageessing resource
or tool.

Table 2. Results obtained with the Direct clustegfgprithm

. F Best
Languages Experiment measure combination
Using translation 0.21 -
Using translation (with DF) 0.24 DF=5
English- Using cognate hamed _
Spanish entities 0.27 €=0.7)
Using the proposed 0.37 (a=0.6;8=
representation ) 0.9)
Using translation 0.33 -
French Using translation (with DF) 0.34 DF=5
L Using cognate named _
Spanish entities 0.21 @=0.7)
Using the proposed 0.36 (a=0.8;6=

3 We considered the following values for these thotds:a = {1,
0.9,0.8,0.7,0.6},
$=1{1,0.9,0.8}, andr ={0.1,0.2,0.3,0.4,0.5,0.6}.

4www.google.com.mx/language_tools

5 For the experiments we usBé > 1, DF > 5 andDF > 10; the best results
were reached using DF5.

6 These tools are available from the following webitess
http://garraf.epsevg.upc.es/freeling/, http://aliasi.com/lingpipe/,
http://lia.univ-avignon.fr/.
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representation 0.8)
Using translation 0.39 -
Using translation (with DF) 0.40 DF=5
French- Using cognate named _
English entities 025 @=06)
Using the proposed 0.35 (a=0.7;8=
representation ) 0.9)

Table 3. Results obtained with the Star algorithm

Languages Experiment r';easure Best combination
Using translation 0.29 o(=0.1)
Using translation (with DF) 0.30 (DF =5,0=0.1)
Spanish- Using cognate named P
English entities 025 (¢=07,0=0.1)
Using the proposed 0.30 (@=0.7;=0.9;0=
representation ) 0.1)
Using translation 0.25 o(=0.1)
Using translation (with DF) 0.29 DF =5,0=0.1)
French- Using cognate named _ L
Spanish entities 021 (=08,0=02)
Using the proposed 0.30 (¢=0.9;=0.9;0=
representation ) 0.1)
Using translation 0.27 o(=0.1)
Using translation (with DF) 0.31 (DF =5,0=0.1)
French- Using cognate named P
English entities 017 (2=07,0=0.5)
Using the proposed 0.29 (=0.8;=0.9;0=
representation ) 0.2)

From Tables 2 and 3 it may be argued that the meganethod is
sensitive to the selection of the two/three thréhvalues. In order to
clarify the extent of the influence of this selectiin the achieved
results, Table 5 shows the average and the stamfgaidtion of theF
measure for all the experiments using the propeospresentation and
the translation-based approach. These resultsatedtbat the proposed
method obtained better average values as well as #&andard
deviation, allowing to conclude that our methodglightly more robust
than the translation-based approach, or, in otherdsy that all
approaches tend to be similarly sensitive to thkecfen of their
parameters.
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Table 4. Variability of the results using the Stfgorithm (considering all
values ofz, Sandofor our proposal anBF =5 all values obrfor the
translation-based approach)

F measure
Language Experiment Average  Standard
Deviation
Translating all to Spanish 0.16 0.08
Spanish-English Translating all to English 0.17 0.07
Using the proposed representation 0.19 0.05
Translating all to Spanish 0.12 0.07
French-Spanish Translating all to English 0.12 0.07
Using the proposed representation 0.16 0.06
Translating all to Spanish 0.15 0.07
French-English  Translating all to English 0.15 0.07
Using the proposed representation 0.17 0.05

6 CONCLUSIONS ANDFUTURE WORK

In this paper we presented a translation-indeperaimgual clustering
approach that represents documents by a set «f panelated words.
Particularly, we considered two kinds of pairs aflated words:
orthographically related and thematically relateutds.

In spite of the complexity of the task —as demaistt by the
achieved results— the representation based onlatimsindependent
features shown to be an alternative to the trapnskdtased approach.
The results demonstrated that proposed represamiatsuitable for the
clustering task, having the advantage of not dejpgnoin any linguistic
resource. However, it is important to remember thatapplication of
our proposal is limited to linguistically relateginiguages that belong to
the same linguistic family or that by historicabsens or geographic
closeness have borrowed a number of words.

Even though the proposed method may be applieérergl domain
collections, we consider it is more adequate foec#z domain
document sets, where specialized terms are aburadahtend to be
orthographically similar. Regarding this hypothesis future work we
plan to apply our method to this kind of collecsorin addition, we
plan to extend the proposed representation to wéhl multilingual
collections that include documents in more than laguages.
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Interactive QA using the QALL-ME Framework

IUSTIN DORNESCU AND CONSTANTIN ORSAN

University of Wolverhampton, UK

ABSTRACT

One of the main concerns when deploying a real-world QA
system is user satisfaction. Despite the relevance of criteria such
as usability and utility, mainstream research usually overlooks
them due to their inherent subjective, user-centric nature and the
difficulty of the evaluation involved. This problem is particularly
important in the case of real-world QA systems where a "0
results found” answer is not very useful. This paper presents
how interaction can be embedded into the QALL-ME framework,
an open-source framework for implementing closed-domain QA
systems. The changes necessary to improve the framework are
described, and an evaluation of the feedback returned to the user
for questions that have no answer is performed.

1 INTRODUCTION

The need to access information and find answers to questions in vast
collections of documents led to the emergence of the field of Question
Answering (QA). Despite extensive research in this field, the accuracy
of open domain question answering system, i.e., systems that can answer
any question from any collection of documents, is still rather modest. For
this reason, real-world question answering systems are usually closed
domain, which means that they are built for very specific domains and
exploit domain knowledge to answer questions [1].

One of the main concerns when deploying a real-world QA system
is user satisfaction. Despite the relevance of criteria such as usability
and utility, mainstream research usually overlooks them due to their
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inherent subjective, user-centric nature and the difficulty of the evaluation
involved. QA benchmarks and evaluation fora (such as TRECLEF?)
usually focus on achieving highly accurate and robust systems, and
quantify their performance in terms of precision and recall. We argue
that a successful deployment of QA systems should not solely rely on the
correctness of the answers, but also on how they interact with users and
satisfy their needs. This was acknowledged by the increasing interest in
interactive question answering [2—4].

The QALL-ME project [5] has developed a framework for
implementing question answering systems for restricted domains. The
firstimplementation of this framework was for the domain of tourism, but
it is not bound in any particular way to this domain as demonstrated by
its adaptation to the domain of bibliographical information [6]. Despite
its flexibility, the framework lacks built-in support for user interaction.
This paper demonstrates how it is possible to embed interactivity in the
existing framework. The remainder of the paper is structured as follows:
Section 2 briefly presents the overall QALL-ME project and framework.
The technigue used to embed interaction in the framework is presented
in Section 3. An evaluation of user satisfaction of the interactivity is
presented in Section 4, and the paper finishes with a discussion and
conclusions.

2 THE QALL-ME PROJECT AND FRAMEWORK

QALL-ME (Question Answering Learning technologies in a
multiLingual and Multimodal Environment) is an EU-funded project
with the objective of developing a shared infrastructure for multilingual
and multimodal open domain Question Answering. allows users

to express their information needs in the form of multilingual natural
language questions using mobile phones and returns a list of ranked
specific answers rather than whole web pages.

Language variability, one of the main difficulties of dealing with
natural language, is addressed in QALL-ME by reformulating it as a
textual entailment recognition problem. In textual entailment, a text (T)
is said to entail a hypothesis (H), if the meaning of H can be derived from

1 http://trec.nist.gov/

2 http:/iwww.clef-campaign.org/

% More information about the QALL-ME project can be found at
http://qalime.fbk.eu
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the meaning of T. To this end, each question is treated as the text and the
hypothesis is a procedure for answering the question [7].

The QALL-ME framework is an architecture for multilingual
question answering (QA) systems that can answer questions from
structured data sources for freely specifiable doméitrs.a closed-
domain QA system, a question can be viewed as a composition of
constraints regarding instances, types and the relations between them.
The QALL-ME Framework does the following:

— reliably identifies constraints with respect to a domain modelled by
an ontology

— creates the SPARQL query corresponding to the question
interpretation

— retrieves the results from a data repository

The firstimplementation of the framework was for the domain of tourism
which will be used for the examples in this paper. The QALL-ME
framework is based on a Service Oriented Architecture (SOA) which,
for this domain, is realised using the following web services:

1. Context providers: used to anchor questions in space and time
in this way enabling answers to temporally and spatially restricted
guestions

2. Annotators: identify different types of entities in the input question.
Currently three types of annotators are available:

— named entity annotators which identify names of cinemas,
movies, persons, etc.

— term annotators which identify hotel facilities, movie genres and
other domain-specific terminology

— temporal annotators that are used to recognise and normalise
temporal expressions in user questions

3. Entailment engine used to overcome the problem of user question
variability and determine whether a user question entails a retrieval
procedure associated with predefined question patterns.

4. Query generator. relies on an entailment engine to generate a query
that can be used to extract the answer to a question from a database.
For the tourism demonstrator the output of this web service is a
SPARQL query.

4 http://qallme.sourceforge.net/
® SPARQL is a query language defined by the W3C RDF Data Access
Working Group which can be used for accessing RDF graphs. It is defined
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5. Answer pool retrieves the answers from a database using the
query produced by the query generator. In the case of the tourism
demonstrator, the answers are extracted from RDF encoded data
using SPARQL queries.

The answers, encoded as an RDF graph, are passed to a presentation
module which is domain dependent and is not defined in any way by
the framework. The interaction between services and the cross-lingual
capabilities of the system are realised with the help of a domain ontology,
which in the case of the first prototype is described in [8]. The ontology is
also used to determine the format in which data is stored and to construct
SPARQL queries that are used to access the RDF graph.

The services described above are called by a QPlanner that decides
which one should be called depending on the setting: monolingual or
cross-lingual (for more details see [5]). One of the drawbacks of the
existing QPlanner is that it is only feed-forward, meaning that if a
question does not have an answer there is no way to inform the user
and allow any form of interaction. In the context of QALL-ME, [9]
proposed a way to interact with the user, but the approach does not use
the existing framework and requires a completely new implementation.
The next section discusses how it is possible to integrate interaction with
minimum changes to the existing services.

3 PROVIDING SUPPORT FOR INTERACTION WITH THE USER

Most QA systems have a very basic level of interactivity consisting
of independent (question, response) pairs. This type of interaction can
quickly become frustrating for the user unless the accuracy of the system
is very high. Unlike their open-domain counterparts, closed-domain
systems embed enough knowledge to successfully address most correct
guestions relevant to the domain. However, misunderstandings can occur
and the system should provide feedback regarding its ‘understanding’
of the question, thereby helping the user quickly identify the source of
misunderstanding. If the interaction medium is extended to accommodate
the user’s feedback using either natural language template®N@s.bdid

not ask about ... | wanted to know) .or via an interactive user interface
(Web, mobile clients), then a feedback loop is created which promotes

in terms of the W3C's RDF data model and will work for any data
source that can be mapped into RDF. More information can be found at:
http://www.w3.0rg/2001/sw/DataAccess/
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a more natural interaction with the user and continuously improves
responses from the system.

The treatment of questions that yield no answer should be an
important part of any real-world QA system. The first step in clarifying
why there aré) results foundconsists of providing feedback regarding
the interpretation of the question, as mentioned above. When the cause
is not a misunderstanding, but an overly-specific question, the system
should explain why there is no answer and suggest possible changes to
the original question, encouraging the user to pose additional questions,
e.g. by suggesting more general questions with relaxed constraints, or
suggesting alternative constraints which do yield relevant answers. For
example, if the user askd&/here can | see Matrix in Wolverhampton
tonight?and there is no such screening, it is not useful just to display
No results Users may find an answer such®sere is no screening of
the movie Matrix in Wolverhampton tonight. Do you want to find out
“What movies can | see in Wolverhampton tonightAbre appropriate.

This gives them the opportunity to either accept the suggestion and be
presented with the information, or pose a different question initiating a
new cycle.

In QALL-ME, processing a question ends once the data is retrieved
from the database. Results are presented to the user by a presentation
module which is specialised for a particular interaction medium. To
enable the behaviour suggested above, the presentation module needs
more than just a SPARQL query and the actual results. This is mainly
because the SPARQL query only encodes the semantics of the question
implicitly, while the presentation module needs explicit meta-data about
the system’s understanding/interpretation to suggest viable alternatives to
the user. In the current QALL-ME architecture, the actual interpretation
occurs during the query generation and the entailment engine stages.
For this reason, the semantic information is not directly accessible to
the QPlanner. The solution is therefore to augment the output returned
by the Query Generator (i.e. the SPARQL query) with meta-data which
makes the question interpretation explicit, e.g. in terms of EAT and the
constraints identified in the question.

In this section, we show how interaction with the user can be achieved
without changing the architecture of the QALL-ME Framework. The
proposed mechanism consists of two main parts: 1) injecting meta-
data explicitly encoding the system’s understanding of the question
with respect to the underlying domain ontology, and 2) formulating
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Fig. 1. The gmq terminology

informative answers based on the results given and the question
interpretation meta-data. Each of these is discussed below.

3.1 The gmg mechanism (injecting meta-data)

In order to provide maximum flexibility, we chose to encode
the necessary meta-data using an RDFS terminology, and leave
implementation details and extensions to be tailored for each actual
application. The terminology contains only the basic concepts: expected
answer type, question constraint and question interpretation. The
mechanism does not require any changes to the current Web Services
specification of the QALL-ME framework, being compatible with
the current prototype implementations. An added bonus is that the
RDFS terminology used for representing the semantic interpretation
is extensible, in line with the generic character of the QALL-ME
framework, allowing other types of semantic interpretations to be added
in future, without breaking existing applications. Figure 1 presents the
gmgterminology.
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As mentioned above, the output of the Question Generation service is
a SPARQL query that can extract the answer to a question. Schematically
this query is represented by the following template:

[[ prefix declarations 1l
CONSTRUCT
[[ triples containing the results : gmo]]
[[ additional information : gmo]]
[[ answer meta-data : gma]]
}WHERE
[[ triples for identifying solutions 1l
[[ filters for grounding the constraints 1
}

In order to accommodate the new features, the base SPARQL
template is changed by injecting additional information:

[[ prefix declarations 1
CONSTRUCT

[[ triples containing the results : gmo]]

[[ additional information : gmo]]

[[ answer meta-data : gma]]

’[[ interpretation meta-data : gmq]] ‘
JWHERE OPTIONALY|

[ triples for identifying solutions 1l

[ filters for grounding the constraints 1
1

Adding the encompassing OPTIONAL keyword ensures that the
meta-data triples from the CONSTRUCT part are generated when
querying the data-store, even if no actual solution is found. This means
that the presentation module can use this extra information to generate
informative answers.

3.2 Generating Feedback: question interpretation

Providing feedback regarding the system’s understanding helps the
user to easily identify misinterpretations, allowing them to rephrase
the question in a way that would eliminate the cause of ambiguity
or error. The presence of the question interpretation meta-data in the
retrieved RDF graph (even in the absence of actual results), enables
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the presentation module to describe the systems understanding of the
question to the user. Instead of sayi@gresults foundthe presentation
module can use the meta-data to sblo action movies are shown
between 12 and 18 October in Wolverhampton, West Midlands

For the above example, the triples added to the CONSTRUCT section
to enable feedback generation are:

prefuri:gi rdf:type gmq:Questioninterpretation;
gmg:hasinterpretation "[GENRE] movies
that will be showed
during TIME] in [DESTINATION]"@en;
gmg:eat gmo:Movie.

Theprefuri  prefix can be a standard prefix or a dereferenceable
URI associated with the user session, enabling real dialogue interaction.
The gmg:hasinterpretation property contains a natural language
explanation, which is a form of textual feedback to be shown to the user,
but it can also be the URI of a resource from a custom repository encoding
more complex information (e.g. HTML generation templates).

The actual implementation is application dependent. The content
generation templates can be part of a resource which uses/extends the
gmgq terminology to accommodate different presentation media, multi-
linguality, dialogue management, etc. We chose the RDFS semantics for
specifying the terminology in order to maintain flexibility. An actual
implementation could use a richer representation schema if necessary.

3.3 Informativeness: Filters

To find information quickly, users need a certain level of familiarity with

the system such as how to best pose questions, the kind of requests the
system can address and the data that the system can access. In order
to facilitate and create a more natural interaction, the system should go
beyond displaying lists of results by generating informative answers. A
straight-forward way to do this is by extending the meta-data describing
the constraints.

In cases where a question does not yield any results, the system
should be able to suggest ways in which the constraints can be
successfully relaxed, to find some results. The gmg:Filter instances
should therefore mark the value that enforces the constraint. In the
following listing we give an example of such meta-data:



INTERACTIVE QA USING THE QALL-ME FRAMEWORK 241

prefuri:cl rdf:itype gmaq:Filter;
gmg:hasinterpretation "Movies
in [DESTINATION]";
gmg:hasType gmo:Destination;
gmg:hasProperty gmo:name;
gmg:hasValue "FILTER (?destName =
"[DESTINATION]").™.

prefuri:c2 rdf:type gmgq:Filter;
gmg:hasinterpretation "Movies during
[TIMEX]";
gmg:hasType gmo:DatePeriod;
gmg:hasProperty gmo:startDate;
gmg:hasValue "[TIMEX2]™.

Each of the filters indicates the SPARQL filter clause enforcing it
via the property gmg:hasValue. Using this meta-data, the presentation
module can remove the filter from the SPARQL and pre-emptively
check if ignoring this constraint yields any/additional results. This is
particularly useful in cases where questions yield no answers: the
system can suggest alternatives by removing the filtering clause from
the SPARQL, querying the data-store again and identifying alternatives.
For example, by relaxing the spatial constraifit, the system can find
which Destinations (qmq:hasType) actually yield results, and extract their
names (gmqg:hasProperty).

The way such information is displayed depends on the application
and the medium used. A textual answer coulddb@movies found during
'this week’ within "Wolverhampton’. Try another DatePeriod(5 movies)
or another Destination(12 moviesPn a mobile device, a map can be
displayed with the number of movies available for every Destination,
and on the Web the interface can be much richer: a full list of answers
with reviews, ratings, times. The system can have several strategies for
generating answers and only display the highest ranked ones based on
their informativeness.

4 EVALUATION OF THE ANSWER FEEDBACK COMPONENT

As explained in the previous section, one way to deal with questions with
no answers is to relax or remove their constraints. However, there are
various ways in which these constraints can be changed. In this section
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we present an evaluation where a set of 6 questions, 3 from the domain
of movies/cinema and 3 from the domain accommodation, were shown
to users telling them they have no answers and showing them alternative
questions that can be generated by the system as part of the response.
Users were asked to rate each alternative question on a scale from 1 to 4,
1 indicating a very bad alternative, and 4 corresponding to an excellent
alternative. 31 participants were involved in the experiment.

The questions considered for this experiment contained constraints
about time this weekendtonighi), location {Volverhampto)y movie
name Matrix), facilities (e.g.disabled acce3s movie genre tforror
movig, hotel rating and room price. We selected these constraints as they
are important in user questions and cover a wide range of concepts from
the ontology. The following list of questions was used:

. Where can | see Matrix in Wolverhampton tonight?

. Where can | see Matrix in Wolverhampton this weekend?

. What is the name of a hotel in Wolverhampton with disabled access?

. What horror movie can | see in Birmingham on Friday night?

. Where can I find a four star hotel in Wolverhampton?

. What is the name of a hotel in Wolverhampton where single rooms
cost less thafi57?

O WNE

For each of these questions between 4 and 6 alternative questions
were produced, in addition to a reply indicating that there are no answers.
For example, the following alternatives were proposed for the first
question:

1. There is no screening of the movie Matrix in Wolverhampton tonight.

2. Do you want to find outWhat moviescan | see in Wolverhampton
tonight?

3. Do you want to find outVhere can | see Matrix tonight?

4. Do you want to find outVhen can | see Matrix in Wolverhampton?

5. Do you want to know Where can | see Matrix in Wolverhampton
tomorrow ?

6. Do you want to know Where can | see Matrix in Wolverhampton
tomorrow evening?

7. Do you want to find out Where can | see Matrix Birmingham
tonight?

A score was calculated for each alternative option for a question as
the average rating assigned to it by the users. Tables 1 and 2 present these
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Table 1. Results for the question in the movie/cinema domain

1 2 3 4 5 6 7
avg.score 261 342 335 3.23 24316 2.32

Q1

rank 2 1 1 1 2 3 23
Q2 avg.score 265 329 3.13 3.06 255 235
rank 2 1 1 1 2 2
Q4 avg.score 261 290 245 3.13.65 2.39
rank 2 12 2 1 3 2

scores. Paired T-test was used to calculate whether there is a statistically
significant difference between the answers.

In our domain, spatially and temporally restricted questions are very
common, therefore it is important to suggest follow-up questions that
are likely to be useful to users. In the first two questions we investigate
if the granularity of the temporal constraint from the questitumight
vs. this weekenghas an impact on the usefulness of alternative time
spans. Table 1 presents the average score for each option. The difference
between options in the same rank is not statistically relevant. Suggesting
a particular alternative value for the temporal constraint (@m.orrow
instead oftonighf) was considered less useful than showing all the
available alternatives (options 5 and 6 vs. 4 in both questions). This is also
true for the spatial constraint (option 7 vs. 3 in Q1). In both questions, the
three options that inform the user of all the available alternatives (options
2, 3 and 4) were consistently rated the most useful. This suggests that
the users want to know what their options are before committing to a
decision.

In question 4 there are three constrains: temporal, spatial and film
genre. The results show that option 4 (which movies are available,
regardless of the genre) is very useful, while option 5 (which romantic
comedies are available) is the least useful and the other options are not
statistically distinguishable from the reference option. The results are
consistent with our findings so far: ignoring the genre constraint and
listing the available movies (option 4) is more useful than pre-emptively
modifying the initial question with a viable alternative (options 2, 3, 5
and 6). Users fountcbmantic comedieoption 5) a much less desirable
alternative tohorror movies tharaction thrillers (option 6), suggesting
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Table 2. Results for the question in the accommodation domain

1 2 3 4 5 6
avg.score 2451.26 2.23 3.13 155 3.58

Q3

rank 3 5 3 2 4 1
05 avg.score 261 284 319 3.32 2.29
rank 2,3 2 1 1 3
06 avg.score 2.682.03 3.03 294 335
rank 2 3 2 2 1

that it is not only the constraint type that is important, but also the value
specified by the user.

In the accommodation domain we would expect the users to be more
rigid regarding temporal and spatial constraints, with factors such as price
and star rating also being important.

In question 3 we investigated: alternative facilities - swimming
pool (option 2), ignoring the facilities constraint (option 3), alternative
destination - Birmingham (option 4), alternative site - cinema (option 5)
and alternative type - bed and breakfast (option 6). Only options 1 and
3 do not have statistically significant differences, while options 2 and 5,
as expected, have a very low score. The results show thatithbled
accessfacility is the most important constraint in the question: users
would accept a bed and breakfast or a different city, before considering
giving it up. However not all facilities are this important: at the other
end of the scale we can imagine room facilities suclir@asing board
or complimentary newspaperhich usually reflect preference rather than
necessity.

In question 5 we investigated: alternative city - Birmingham (option
2), ignoring rating (option 3), alternative rating (option 4), and alternative
type - bed and breakfast (option 5). The results suggest that it is useful
to inform the users about what hotels are available regardless of star
rating, and that a bed and breakfast is less desirable, in this case contrary
to the previous question. Therefore, option 4 suggests that when the
alternative values are well known (e.qg. star ratings for hotels), suggesting
an alternative is useful. The last two questions show that the usefulness is
influenced not only by the type of the constraints present in the questions,
but also by the constrained values.
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In question 6, also option 5 which gave the user the full list of
hotels and the price charged by each was the most useful (statistically
significant). Option 2 was statistically less useful because it just offered
a list of hotels, without factoring the price. Picking particular alternatives
for constraints (options 3 and 4) scored better than the reference response,
but did not prove statistically different.

The analysis presented above shows that suggesting follow-up
questions is more useful than just informing the users there were no
answers. In most cases, users prefer more general questions which give
them information about the available options. Suggesting questions in
which one of the initial constraints is changed was not very useful as
it may not match the user's preferences. The analysis also revealed that
for most constraint types, the usefulness of alternative values depends
on the actual values specified in the question, confirming that usefulness
depends on the context. This suggests that in order to factor all possible
contexts, a system has to automatically learn from users’ choices in order
to improve its performance.

As a result of the analysis, the prototype was updated to generate
responses which help users acknowledge their options in a shortened
version allowing preference data to be collect€de movie 'Matrix’ is
not on 'tonight’ in "Wolverhampton’. You can either see otimeovies
other times (when it is available), or othedestinations(where it is
available).

To provide such an answer, the system must pre-emptively check
that the alternatives proposed actually yield answers. If the user’s input
matches one of the three follow-up words (elge movieg! the system
does not have to run the entire pipeline again, but instead, simply returns
the answers which have been determined already. In these cases, the
interaction has more turns than the initial (question, response) pair.

When two of the constraints cannot be satisfied, the system can say:
The movie 'Matrix’ is not on in "Wolverhampton’ (regardless of time).
You can see other destinations, or other movies available tonight in
WolverhamptonHowever, the generation templates become increasingly
complex and the system needs a ranking of constraints to create natural
language formulations which are informative and make sense. As result,
a rich user interface is perhaps easier to generate.
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5 CONCLUSIONS

This paper presented an RDF-based approach for implementing
interaction in the QALL-ME framework. An analysis of domain
questions revealed that they can be represented as a composition
of constraints. This usually takes the form of a conjunction of
predicates, as in the following questioklyhat action movies with
Bruce Willis are on in Wolverhampton®hich can be represented as:
hasType(x,gmo:Movie) && hasGenre(x,qmo:action)

&& hasActor(x,qmo:BruceWillis) &&
inDestination(x,qmo:Wolverhampton) . These Boolean
predicates correspond to constraints identified in the question by an
Entailment Engine which is used to address the problem of language
variability. Their truth value can be tested against a data repository
by means of inference rules determined by the domain ontology. The
Query Generation Web service combines the premises of these rules
when generating the WHERE block of a SPARQL query which is used
to retrieve the answers to the question, at the same time preserving the
semantics of the question interpretation.

The proposed mechanism for allowing user feedback consists of
injecting an RDF representation of the question interpretation into the
triples of the SPARQL query. Having direct access to this interpretation
means that the presentation module can provide feedback, suggest
alternative ways in which the question can be asked, and even answer
those variations and pre-emptively include the findings in informative
answers. The interaction is also more natural from the users’ point of
view, increasing user satisfaction.

An evaluation of the feedback revealed that simply suggesting follow-
up questions is useful, but that usually users want to know all their
options in cases where a precise answer cannot be provided. Context is
also important, and in order to make competent suggestions the system
needs to learn from the choices made by its users. A study is under
way to determine whether generating informative answers based on the
satisfiability of constraints is useful for the user. A simple feedback loop
will be created to allow more interaction based on a single question, via
the addition, modification and removal of constraints. This means that
the user does not need to pose long or repetitive questions every time
they want more information.
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ABSTRACT

Nowadays ontology creation is on the one hand vetgnof
hand-knitted and thus arbitrary. On the other haiidis
supported bystatistically enhanced information extraction and
concept filtering methods. Automatized generatiothis sense
very often evokes “shallow ontologies” including pgaand
missing links. In the requirements engineering donfine-
granulated domain ontologies are needed; therefdhe
suitability of both hand-knitted and automaticaienerated
gap-afflicted ontologies for developing applicasorgan not
always be taken for granted. In this paper we focnsfine-
tuning ontologies through linguistically guided kepncept
optimization. In our approach we suggest an increalen
process including rudimentary linguistic analysis well as
various mapping and disambiguation steps includiogcept
optimization through word sense identification. Wgua that
the final step of word sense identification is etis¢ since a
main feature of ontologies is that their contentsistmbe
shareable and therefore also understandable andeble for
non-experts.

Keywords: requirements engineering, ontology engineeringge rapping,
incremental linguistic analysis, WordNet querying
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1 INTRODUCTIONMOTIVATION

In the last ten years the job of creating ontolsgmoved from an
Artificial-Intelligence question to a central topiaf the exploding
semantic web community [17]. Usually ontology cieatis very often
hand-knitted and thus arbitrary or supportedskstistically enhanced
information extraction and concept filtering metbod This shift
resulted in an uncontrolled growth of ontologiestb@ one hand and a
heightened degree of ontology generality on theerothand. Both
developments entail that many existing ontologies @ot usable in
real-world-applications like requirements engineegri

For supporting systematic and application orientedtology
engineering we previously researched and proposeduistic
guidelines for structuring concept and propertyiormg in OWL
represented ontologies [1]. But these guidelindg support ontology
generation if domain expertise is sufficiently dablie in a clearly
decoded manner. Obviously specific domain infororatquite often
exists in a not explicit and ambiguous textual fatmin this case the
elicitation of domain specific concepts still poseany difficulties to
the ontology designer.

Hence we developed a linguistic system for suppgrthe ontology
designer to make implicit information easier tacgaOur methodology
includes algorithms for tagset mapping, multi-levedunking and
wordesense identification. The tagging task is iedrrforward to
QTAG, a probabilistic tagger written in Java [2ZJhe mapping engine
we developed for splitting up standard tags inttolagically relevant
tags and specific attributes generates unique ifgrubur rule based
chunker.

Some chunking heuristics needed for grouping wortds
morphological units and syntactical chunks are theed for decoding
linguistic candidates for conceptualization nodeshie ontology layer.
The main contribution of our research work presgmethis paper is an
efficient method for incrementally including conteal information in
the ontology representation. By combining standaaitural language
processing methods with certain expansion stragegie definitely
improve the usability of standard ontologies. Oppraach preserves
the basic and partially generic knowledge format $toring domain
knowledge and its guided updating.

The approach consists of the following three méps
1) linguistic preprocessing: extracting words and pasafrom
natual language text
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2) linguistically guided incremental ontology enginegr
3) filling up ontology concept description slots thgbuwWordNet
based word sense identification
The paper is structured as follows. In section 2give an overview

of related work. In section 3 we roughly present dlbeoretical
approach including the description of the lingaispre-processing
layers, in particular the mapping, and multi-leedlunking steps. In
section 4 the output of our ontology refinementl isoshown and an
ontology example is described. We also proposestadi rules for
ontology element creation. In section 5 we descoilleWordnet based
tool for incremental optimization of standard oogiks through
wordsense disambiguation. Section 6 gives a sumwifatiye proposal
presented in this paper.

2 RELATED WORK

[29] argue that the accuracy and robustness afmaatically or semi-
automatically engineered ontologies needs to berawau for real-
world applications and they propose fuzzy algorghfor real-world-
ontology engineering. [28] proposes the use of gesin ontology
engineering for improving the accuracy. We agres for real-world
applications like ontology engineering in requirerse engineering
projects, automatically generated ontologies migbtt be suitable and
we therefore propose linguistic heuristics for saipg ontology
creation and fine-tune ontologies through steptlep-sntegration of
domain knowledge.

Concerning linguistic preprocessing the most reiévinguistic
methods used in our approach are tagging and chginkior tagging
English free texts many open source systems likedicision based
“Treetagger” [3], the rule- and transformation-ldh&Brill tagger” [4],
the maximum-entropy “Stanford POS Tagger” [5], thgram based
probabilistic “QTAG” [2] etc. are available. For whking some NLP
toolkits exist, e.g. “MontyLingua” [8], “MontyKlu”(an online-version
of “MontyLingua” developed by members of our resdagroup in
Klagenfurt [9]), the OpenNLP chunker [10] and tHéLTK Toolkit”
[11]. These systems mainly provide standardizedaaeeptable output,
but as we know according to practical requiremeeitgineering needs
they have not been tested yet.
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3 LINGUISTIC PREPROCESSING

3.1 Extended Tagging format

We have chosen “QTAG” as the basis for our extertdgding format
which we have adopted for these special purposeeSRQTAG is a
java-based, extendable, trainable, language indkpertagger, it was
easy to integrate in our engineering toolset [6y¥g extract relevant
information from the QTAG output and transformrnta the extended
tagset format described below. Therefore, we haveuse some
additional methods and heuristics to elicit sentaintiormation needed
during the further processing steps of the engingeworkflow. Our

enriched tagset consists of standard POS-categaviths lists of

additional specialized attributes (e.g. vO with dabs attribute

“tvagZ"3). These attributes are necessary for identifyimgplogical
key relations. Tabld shows how typical standard part-of-speech tags
are extracted from the QTAG output and reassigrsdguthe NIBA

tagset notatioh Additional information about concrete part-of-speec

instances is presented by using fine—granulatedbmeés. As an
example, the verb “is” in QTAG gets the tag <BEZhis tag decodes,
that “is” is an auxiliary verb with the inherent mphosyntactic values
present tense, singular, third person and havie§ ds the base form.

Table 1. Mapping Rules for mapping standard taggttiuted tags

BEZ <=> vO verbclass="aux" temp="pres
form="ind" num="sg" ps="3"
baseform="be"

NPS <=> no type="proper" num="pl"

3 We use “tvag2” for annotating a mono-transitivebvaith agentive subject

4 Central NIBA tags are e.g. vO (= main verbal elethemd (= noun), a0 (=
adjective) etc.

5 Typical tag internal attributes are “base formo2 gr “type = common” etc.
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3.2 Chunking rules

Based on some variants of the X-bar Theory [24] andsome core
definitions in the existing NIBA Tag system [25] wemposed a set of
chunking rules for English for the production ofngctically and

morphosynctactically motivated chunks (Table 2).

Table 2. Extended Chunking Rules

Rule (Summands— Result) Rule Rule
level descriptions

Examples

n0+n0— n0 1 (N:ompound blood pressure
oun

Adjective .

[ptO]+a0— a2 1 Phrase very nice
Adjective .

[a0]+a0— a2 1 Phrase bright green
Quantor

[pt0]+q0— g2 1 Phrase very many
Quantor -

[90]+gq0— g2 1 Phrase one million
Adverb

[pt0]+adv0— adv2 1 Phrase very often
Adverb

[advO]+advO— adv2 1 Phrase yesterday noon

pronO(type=pers}> n3 1 Noun Phrase she

vO(verbclass=aux)+[adv0]+v0 1  Complex will certainly go

— vO(type=complex) Verb

vO(verbclass=aux)+ptO(type= 1  Complex would not write

neg)+v0—vO(type=complex) Verb

vO+ptO(type=verbal)}» 1 Complex wake up

vO(type=complex) Verb

g2+g2— g2 2 Quantor two hundred million
Phrase

pron0(type=poss)+no> n3 2

Noun Phrase

his mother

[detO]+[a2]+[g2]+n0— n3 3 Noun Phrase the nice two girls

[det0]+[g2]+[a2]+n0— n3 3 Noun Phrase the three busy
scientists

p0+n3— p2 4  Prepositional of blood pressure

Phrase

measurement
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There are several types of chunking rules, which @ranged in a
certain order that should be followed during theurdting process.
Summands are the array of input nodes which ardetk#or building
the next resulting upper node of the chunking t8mme of summands
are strictly required for rule producing, they angtten without square
brackets, but some are not obligatory, they aregulanside brackets.

3.3 Identification of Semantic Roles

Due to the fixed and transparent subject-verb-al{f8¢O) structure of
English, the identification of semantic roles inuoked sentences is by
default a quite simple and straightforward taskcéxding to [31] we
propose automatic role labeling using partially mhaipropbank and
verbnet information. The Verbclass Tag in colummarable 3 of a
concrete verb triggers the assignment of a roleolamn ¢ to a N3(P2)
in d via indexation from left to right.

Table 3. Verb classes and their (morpho)syntastit semantic

features[23]
PASS (c) Syntactic
Nr. Tag(a) Verbclass(b) (Argument context’ (d)
Structure)
1 aux Auxiliary verb  V-fin VO
2 eV Ergative verb  [TH,]8 N3_
3 iV Intransitive verb AG;/THj[] N3;_

6 PAS = “Predicate Argument Structure; it includie®e verb class specific
semantic roles and brackets, which decode the angustatus of these roles.
They can have an external status (subject funct@nan internal status
(object function).

7 P2 stands for prepositional phrases; N3 decodesinab phrases in our
framework; N2 is a reduced nominal phrase in patie function; N3 A2
decodes an adjective phrase in our framework. Edghér explanation see
[23].

8 The acronyms for the default semantic roles are=THhema (neutral object),
AG = Agens( the Actor of an Action), GO = Goal (tfiral point of a
process), SO = Source (the starting point of ages); LOC = Location and
EXP = Experiencer (a person, who undergoes theepsoof experiencing
something).
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4 lokV Locations verb  TH; [LOCj] N3;_P2

5 possV Possessive verb GG, [TH}] N3;_N3

6 psychV Mental verb TH; [GO] N3; _N3
Monotransitive  AG; [TH;] N3;_N3

7 tvag2  verb with agent
subject

3 Ditransitive AG|[TH;,GO N3;_N3; P2

verb 1SQ (N3)«

9 sentV Perception verb EXP, [TH|] N3_N3;

10 copV  Copula verb E-Pkrhe §Pred] N3_AZ/NZ,
Monotransitive  TH;_TH, N3; _N3

11 tv2 verb without
agent subject

Nevertheless we have to take into account thatptirasal structure
sometimes inhibits simple solutions like for exaengéft to right
counting of nouns. Thus we used the following athon to cope with
the problem of phrasal complexity:

e create a set of rules which can operate on siniptpilar term
subjects and objects (e.g. proper nouns and pdrsona
pronouns);

e consult the exception database with already asdigeebal
subclass tags using training sentences which iechigher
level argument patterns referring to more complesapes;

* reconstruct the structure of the primarily assigpédases if
relevant morphosyntactic features don't fit;

« leave open the possibility to manually change
wrong/exceptional assignmenty to add new information
about verb classes, noun phrases and other patterns

4 OUR APPROACH LINGUISTICALLY GUIDED INCREMENTAL
ONTOLOGY CREATION

To avoid using non-fitting ontologies for specifadtomain relevant
demands, particularily in requirements engineering, take textual
descriptions as a starting point for our processifigese texts are
generated by filtering those text segments fromemsive, domain-
relevant documents, in which key words or key pésasccur, which
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can be accepted as candidates for concept- oforeladtions in the

ontology. Utilizing various filtering strategies) a first step kewords in
a text are identified, which are deemed importantaf specific domain.
Afterwards sentences from the original requiremémas$ contain those
keywords are filtered. A precondition is that thesmtences form a
cohesive text block. For further information abdhbis process see
[30]. It was produced.

In the following an examplary text segment from thedical domain is
given, that was automatically selected from thgiodl domain-related
requirements text using the previously mentionegiwked filtering

strategy:
Wth regard to the nonitoring of blood
pressure neasurements, it is inmportant to

clearly define time and date at which the bl ood
pressure of a henodialysis patient is neasured
i n each henvodi al ysis session.

We perform the steps of linguistic preprocessingraposed in
section 3 as a first step of transforming the talitoput into a domain
ontology:

QTAG output (standard tags)
e Standard Tags transformed to enriched tags
e Chunking output

The XML output of the linguistic preprocessing danseen in Fig. 1.

This output contains linguistic tags for words,.en®: “regard”,
some attributes (e.g. base-form="regard”, type="nwm”,
corelex="coa” etc.) and chunk-tags (e.g. n3: “thenitoring of blood
pressure measurements”). This extended linguispeassentation of the
input text allows mapping and interpretation in #ense of ontology
conceptualization. The Table 4 lists rules used ifantifying and
creating ontology elements from the preprocessedd.te

In the Table 4 some rules for the most relevamguistic categories
like N3, NO, PO are listed. The interpretation epéamin the right
column shows that an explicit mapping from textctass names is
possible. To sum up: all relevant ontology elentgpes are identified
in an unambiguous way. The above listed rules foams linguistic
annotators to ontological tags. The tags specifydaan a unique
manner. The output text below shows strings classlidates, relation
designators, attribute identifiers and stop wordtemal, which is
filtered out during transformation:
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Wth regard to the nonitoring of blood
pressure neasurenents, it is inportant to
clearly define tine and date at which the bl ood

pressure of a dialysis patient is neasured in

each henodi al ysi s sessi on. 9

<p2>
<p0 idiom="pofl" idiomphrase="with regard to ">With</p0>
<n3>

<n2>

<n0 num="sg" idiom="pof2" derivedPOS="v0" idiomphrase="with
regard to " base-
form="regard" type="common" corelex="coa">regard</n0>

<p2>

<p0 idiom="pof3" derivedPOS="ip0" idiomphrase="with regard to
">to</p0>

<n3>

<detO form="general" type="def">the</det0>

<n2>

<n0 num="sg" derivedPOS="v0" base-
form="monitor" type="common">monitoring</n0>
<p2>

<p0>o0f</p0>

<n3>

<n0 desc="compound" type="common">

<n0 desc="compound" type="common">

<n0 num="sg" derivedPOS="n0" base-
form="blood" type="common">blood</n0>

<n0 num="sg" base-

form="pressure" type="common">pressure</n0>
</n0>

<n0 num="pl" base-

form="measurement"” type="common" corelex="ate">measuremen
ts</n0>
</n0></n3></p2></n2></n3></p2></n2></N3></p2>

Fig. 1. XML output of linguistic preprocessing farfragment of the
example text

Al'l other el enents are categorized as stop words and filtered
out.
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mapping of linguistic categorits ontology

elements
Rule Rule Description OWL Type | Example
Nr
1 NO > Class| Default-Rule for Class “monitorin
NO if no 9" 2
Exception applies| monitoring
(see Rule 2) (class)
2 NO Exception for NO | Functional | “time” 2>
(Exception) | applies, ifNO is Property | time (slot
> found (according in class
Functional | to rules describeg blood-
Property in [26]) pressure)
3 | N3~ Class Rules 3to 5 Class “hemodial
always apply for ysis
N3 session™
hemodialys
is session
(class)
4 | N3>is_ a+ Rules 3to 5 subClassO| “hemodial
Clasd 0 always apply for f ysis
Class session™>
isa
(subClass
Of)
Seassion
(class)
5 N3-> Rules3to 5 Functional | “hemodial
belongs_to +| always apply for | property ysis
Clasd 1 N3 session>
belongs_to
Class (Functiona
| Property)
hemodialys
is (class)
6 (PO | Functional “blood

10The head (right-most part of the compound) beccamesw class
11 After Rule 4 the head is removed and the remaimihghe original N3

becomes a new class
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AUX0_V0) Property | pressure of
+ Singular a
> hemodialys
Functional is patient”
Property >“bp_of”
(PO | Cardinality of Object “monitorin
AUXO0_V0) connectionis n | Property | g of blood
+ Plural-> pressure
Object measurems
Property nts”
>“m_of*
(NO | N3) Functional | “hemodial
+“corelex=h property ysis
um’ > is_a Class patit_ent” >
+ Class isa
“human” (subClass
Of) human
(class)
tvag2-> Functional | “blood
Functional property | pressure is
property + measured”
class >
“‘agens” Class is_measure
d
(Functiona
| Property)
agens
(class)

Fig. 2 shows an ontology fragment which is generdte applying the
transformation rules in Table 4. For representatibantology relevant

knowledge OWL [15] and RDF [16] are commonly uded We chose
Protégé for representing our ontology example.

12 Exemplary modern toolkits for ontology engineerarg Protégé [12], NeOn
[13] and Chimaera [14].
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tule 1 motitoring
measurement | rule 4
m_of ‘ Instance* blood pressure measurement

of* isa Tiled

rule 7

blood pressure measurement rule 3

bpro_belongs_to | Instance | blood pressure

bpro_belongs_to rle§

blood pressure rule 3 bzw. 5

bp_is_measured_hy ‘ Instance ‘ agens

bp_of | Instance ‘ hemodialysis patient

rule 4
date String Hile 2
ime Siring rule 2
rule & bp_belongs_to | Instance blood
rile§ ruled
) isa bp_of mle§ | bp_belongs to Y bp_is_easured
e

L) hemodialysis patient

hyp_in | Instance | hemodialysis session blood

hp_belongs_to ‘ Instance ‘ hernodialysis
= = ule § rile §

isa hp_in le§
rule 3

tule §

hemodialysis session
hy_belongs_to

hs_belongs_to | Instance | hernodialysis

rule 5 hs_helongs_to

Fig. 2. OWL-Visualization of the above text via tReotégé [12]-Plugin
Ontoviz

5 ADDING CONCEPT DESCRIPTIONS THROUGH LEXICALLY DRIVEN
WORD SENSE IDENTIFICATION

According to Gruber [27]an ontology is "[...] a formal explicit
specification of a shared conceptualization". Frthis follows that
ontology contents has to be sharable and reusabés@ and across
projects within the domain. The ontology fragmeititat were created
stepwise from natural language text based on thesties described in
section 3 still have empty description slots arel therefore not easily
shareable and understandable for non-domain expEtithermore
missing empty description slots make similaritycc#ation based on
WordNet difficult, since they presuppose a knownrdveense. Such
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similarity calculations are important when new cgpts are matched
with existing ones in further ontology integratisteps. For this reason
we propose additional measures for fine-tuningatt®logy by refining
concept notions that are crucial for the specifimdin. The description
slots of the ontology (e.g. the example ontologyigure 2) are filled
by providing a WordNet related engineering mechanighich will be
described in the following. For ontology concegtatthave an empty
description slot, WordNet is queried regarding tnailable word
senses and their definitions. The following casesdéstinguished:

Case 1:The concept is identified in WordNet and has dyaohe
meaning. This meaning is automatically assignedth® concept.
Example: the concepilood pressurewas identified from the natural
language text, is new to the domain ontology aretetore has an
empty description slot. Querying WordNet returnse opossible
meaning:

blood pressure -- the pressure of the circulating blood agairst tvalls
of the blood vessels; results from the systoldefléft ventricle of the
heart; sometimes measured for a quick evaluatioa pérson's health;
"adult blood pressure is considered normal at 1BOy@here the first
number is the systolic pressure and the secorftkisliastolic pressure”
This definition is chosen and assigned to the cptadeut can still be
manually adapted.

Case 2:The concept is identified in WordNet but has mtitan one
possible meaning. In this case the correct meaisimjosen from the
list of available word senses. Example: the conbégaid has an empty
description slot and querying WordNet returns tolofving possible
Word Senses, ordered by probability of appearance:

1. blood -- the fluid (red in vertebrates) that is pumpedthe heart;
"blood carries oxygen and nutrients to the tissaesl carries waste
products away"; "the ancients believed that blooakwthe seat of the
emotions"

2. lineage, line, line of descent, descent, blaa]liblood line blood,
pedigree, ancestry, origin, parentage, stemma,kstethe descendants
of one individual; "his entire lineage has been rans"

3. blood -- temperament or disposition; "a person of hatdal"

4. rake, rakehell, profligate, ripblood, roue -- a dissolute man in
fashionable society

5. blood -- people viewed as members of a group; "we neme young
blood in this organization”
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In the medical domain the first, literal, sensetlod word is chosen
(fluid that is pumped by the hepend assigned to the concept.

Case 3:The concept is not found in WordNet. This usuatigans that
the concept is too specialized and the probabidithigh that we are
dealing with a compound. By applying percolativeesuon endocentric
compounds we determine the head of the compoumndyticch again
the definitions are determined. Example: the cohdeamodialysis
sessionis too specialized and hence has no match in WetdN
However it is an endocentric compound with the heeskionand the
modifier hemodialysisA search foisessiorreturns a word sense list as
described in case 2:

1. session -- a meeting for execution of a group's functiclisyas the
opening session of the legislature"

2. school term, academic term, academic sessession -- the time
during which a school holds classes; "they had torten the school
term”

3. session -- a meeting devoted to a particular activity; féming
session"; "a gossip session”

4. seance, sittingsession -- a meeting of spiritualists; "the seance was
held in the medium's parlor"”

The sense 3nfeeting devoted to a particular activitys selected.
Regarding the modifier, one word sense is retuasedescribed in case
1

hemodialysis, haemodialysis -- dialysis of the blood to remoéweic
substances or metabolic wastes from the bloodstreaed in the case
of kidney failure

The definition of hemodialysis session is thus tamted from the
definition of its parts:

hemodialysis session -- a meeting devoted to dialysis of the blood to
remove toxic substances or metabolic wastes fraanblbodstream;
used in the case of kidney failure;

Case 4:Although the concept is found in WordNet, the digdion is
considered too specialized by a domain expert ewkfore inadequate.
In this case the chosen description is either minaaapted or the
hypernym definition is automatically determined diingh WordNet
querying of its hypernym’s concept definition. Exale1 the concept
hemodialysigeturns the definition

hemodialysis, haemodialysis -- dialysis of the blood to remoémeic
substances or metabolic wastes from the bloodstreaed in the case



USING LINGUISTIC KNOWLEDGE FOR FINE-TUNING ONTOLOGIES... 263

of kidney failure

Since it is considered too specialized the follaptypernym definition
is established:

dialysis -- separation of substances in solution by meahgheir
unequal diffusion through semipermeable membranes

wWord available yes
S
in WordNet? # Definitions? > 1-
no 1
h 4
Apply Case 3 Apply Case 1 Apply Case 2 Q

Look up Word
Definitons in |
WordNet

.

no

Choose definition

yes
v

Use perculative
rules to i
head and modifier

k.

Assign/adapt
definition

Get hypernym <—,* Apply Case 4

definition(s)

Fig. 3. Word Sense identification based on WordNet

The process (summarized in figure 3) is a guideg wfafine-tuning

ontologies not according to the quantity but thaliqy of concepts by
adding semantics in order to make them easier statatable for non-
experts and facilitate reuse. Using a general taxitike WordNet

allows the standardization of definitions. A profm implementation is
available that utilizes Perl for WordNet queryingdaallows among
other things the listing of available word senses\WordNet, the
determination of hypernym definitions and the agapbf definitions

where required. Furthermore word sense identificais a bidirectional
process as gaps in WordNet (see case 3 above)ecaehtified and
filled. The process above is not limited to WordNevery lexicon

providing definitions can be utilized. More compeeiive lexicons are
preferable, for this reason WordNet is a good detduwice.
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6 SUMMARY

In the requirements engineering domain fine graedlantologies are
necessary for efficient generation of models tlzat e further used in
the application engineering steps. In this papempvaposed a step by
step strategy of ontology engineering emanatingmfronanually
produced or already statistically filtered text.

Our approach focuses on the diversification of déad tags for
optimizing the automatic elicitation of classedatiens and attributes
in domain ontologies. Doing this with free text utpcan only be
successful, if certain NLP standard techniques pit@babilistic tagging
get combined with special procedures like filteritag-enriching and
chunking. The involved procedures are heuristicdthynded and
follow a multilevel chunking strategy. We describedramework for
mapping automatically generated linguistic categgrio ontology
concepts. Beyond that we showed in detail how tlveseepts can be
refined and therefore optimized based on WordNegrder to ensure
their shareability. Our arguments are supported ltgol set that was
developed in our research group for linguisticalgnhanced
requirements engineering The output graph of owanple (see
chapter 4) proves that creating ontology fragmerits linguistic fine-
tuning is suitable in the context of requirememtgieeering.
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ABSTRACT

This study approaches a methodology for the intigmaof
temporal information belonging to a historical cop in a
Geographic Information System (GIS), with the puepad
analyzing and visualizing the textual informatidrhe selected
corpus is composed of business letters of the Gastilerchant
Simén Ruiz (1553-1597), in the context of the DympGled
Project (Dynamic Complexity of Cooperation-Based -Self
Organizing Commercial Networks in the First Globalelghat
aims to analyze the dynamic cooperation procedofesocial
networks.

The integration of historical corpus into a GIS hasolved the
following phases: (1) recognition and normalizatioof
temporal expressions and events in 16th century il@ast
following the TimeML annotation guidelines and $®rage of
tagged expressions into a Geodatabase. The imptatiwn of
this process in a GIS would allow to later carryiogt temporal
queries, dynamic visualization of historical eveatsl thus, it
addresses the recognition of human activity patteland
behaviours over time.

Keywords: TimeML, historical corpus, GIS, semantic annatati
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1 INTRODUCTION

Events are placed in time and space; both are detxdeet a full
representation of historical events. Traditionaligse two components
have been studied separately by History and Gebgragithough both
disciplines require for their understanding andsogéng the joint
consideration of space and time of any given phesmam. The
Geographic Information Systems (GIS) have greathcilitated
management, editing analysis and visualization ebggaphic data
related to the territory. However, the use of GESaatool of spatio-
temporal analysis and dynamic representation dbiiésl facts with
the purpose of reviewing and strengthening mangaspof geographic
history [1] is an issue which has been contemplatade de 70’s [2].
At the present time one of the subjects which isrenily an open
research line is the incorporation of reasoning godntification of
time and the recognition of temporal patterns.

One of the objectives of the DynCoopNet Projectwihich this
research study is framed, is to inquire into theadgics of cooperation
commercial networks that were established in thest RGlobal Age
(1400-1800). Our contribution to that project isstacourage the use of
GIS in social science and humanities and approaehstudies of
confrontation and review of historical events, immrating for that end
tools capable of carrying out analysis in a tempGi&.

In this paper we propose a methodology for incaapon of the time
variable into a GIS. First, we aim at identifyingmporal expressions
using TimeML that allows describing both definiteda indefinite
temporal expressions; it also allows defining thergs and establishing
temporal relationships inspired by Allen’'s temporalgebra [3].
Second, we propose the incorporation of temporatepts included in
written texts into a GIS. For that purpose we idtdn extract the
temporal information from a historical corpus maneof letters written
in 16" century Castilian by the merchant Simén Ruiz bipgidNatural
Language Processing (NLP) tools.

In the next section the temporal component willshedied in depth
taking into account the two research areas as ibescrSubsequently
the annotation guide used to extract temporal mé&tion will be
described, and in the fourth section the methodolaged in the
identification and normalization of temporal exmiess of the Spanish
language will be shown, also paying attention te thtegration of
TimeML into the Geodatabase. Finally the conclusiofithe study and
future work will be outlined.
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2 TIME

The temporal information has been researched froiffierent

disciplines. From the computational viewpoint, temgd information
processing has aroused great interest in the #aieobmmunity, as
attested by the large number of workshops whiclehtaken place in
the area of creation of extraction and temporalysiatools (TERQAS
[4], TANGO [5], DAGSTUHL [6], MUC [7]); in the areaf temporal
semantic annotation languages (TIDES [8], TimeM]);[ the area of
annotation systems (TERSEO [10], TARSQI [29]) amnd different

evaluation workshops (TERN [11], TempEval [12])kéwise, in the
field of geographic information a large number dfidses have
approached this subject. The incorporation of émepioral variable into
GIS has been investigated along the 1990 decade.fifdt studies
focussed on the management of time in the dataslja8g [14]; recent
research is focussed on spatio-temporal modellihgs data modelling
is being carried out from a conceptual framework an technical
viewpoint [15] [16]. Many models are based on thgligon of the

temporal variable within the spatial databasedriotésd to individual
layers, such as the ‘Spatio-temporal Cube’ Modél],[ISnhapshot’
Model [18] or the Composite Spatio-temporal Mod&®][ The most
recent spatio-temporal models are associated &rtzhjMoving Object
Data Models [20], Spatio-Temporal Object-OrientegtddDModel [21],
and Object-Relationship Model [22]). Other studiase currently
developing advances in spatio-temporal databasash sas the
Intentionally-Linked Entities Model (ILE) [23], wbh allows

representing complex entities and establishing latiomal context.
However, although great conceptual efforts havenbeade for the
building of databases and prototypes based on osgmtiporal
databases and their implementation for a particytgnlication, there is
no global model as yet that might be used for gipfieation.

As discussed above, this study will be used maramguages to
integrate temporal information of historical phereara. The specific
markup language for geographic information is GMGefgraphic
Markup Language), delineated by the Open Geosp&t@isortium
(OGC) in 2000. This language has been defined fadeting,
transportation and storage of geographic infornma{i®4]; however,
even though it has a temporal reference systerfacks a detailed
description. Actually there have been initiatives extend the
geographic markup language over the temporal dosmias to being
able to represent this type of information [25].eThhoice of the
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temporal markup language has been made subsetwith# geographic
tool since an already known language was neededsetifor this tool,
at the same time enabling description of the tewdpwariable and
information interchange.

Temporal information stored as metadata of the ggaigc data of a
document may be appropriate for queries relatethéodate of that
document but they are insufficient if event duratie queried or other
dates other than the publishing date wants to eirsdd [26]. For the
incorporation of temporal expressions coming fromatural language
document into a database, those expressions mystebented with a
certain structure and they must be subjected tonalization. To this
end the TimeML markup language has been used.

3 TIMEML TEMPORAL MARKUP LANGUAGE

The TimeML temporal semantic annotation is a lisgiaispecification
to annotate events and temporal expressions, thgirdvides a
systematisation for the extraction and represematdf temporal
information and for information interchange. It canmto being with
the aim of annotating newspaper articles, althoaghwe will see, it
may be extended to another type of text informatidte most
characteristic properties of this language arerpretation of temporal
expressions, temporal annotation of events, armhgement of events
to others through a temporal anchorage. TimeML etigped in 2002
[4] [5], is being consolidated as an ISO standd&O(WD 24617-
1:2007), and it is compatible with ISO 8601 whicpesifies the
standard notation to store dates. It should bedntitat it has been
approved as an annotation language for TempEvadsalobjective is
to evaluate the automatic systems in text semantdysis [12].
TimeML combines and extends characteristics of rotieenporal
annotation standards such as STAG [27] (guide ttate events and
time in newspaper texts, whose tag for temporairmétion is TIMEX)
and TIDES [8], developed to mark temporal expressiof a document
and identify the value of the temporal expressi@iMEX2). In
TimeML the temporal expressions are marked with THRAEX3 tag,
which intends to indicate an improvement in relatio previous tags.
For treatment of the differetimexesthere are different annotation
languages and an annotated corpus for the Englaéigubge,
TimeBank, made up of 183 articles of the US pr@83.[There are also
automatic tools of temporal annotation, TARSQI [28]d TERSEO
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[10] and temporal ontologies, among them Time Qmggland its
forerunner DAML Time 2006 [20] standing out sindeid related to
TimeML. Yet the majority of those resources canbetused for the
Spanish language or they have ended up being dbsstethe creation
of Spanish corpora annotated in TimeML and the kigweent of
specific tools would be necessary.

3.1 TimeML: description and characteristics

This markup language has three basic tags: TIMEEYENT,
SIGNAL and three link subtypes: TLINK, ALINK and 8iK. Next a
brief explanation of each tag is presented:

- TIMEX3 is used to mark temporal expressio2d:st March
2001, yesterday, at 6 PM, next year.

- EVENT is used to mark events mentioned in a texaiccur, to
believe, to study, to begin.

- SIGNAL is used to annotate temporal signdiefore, after,
during.

- TLINK is used to mark temporal relationshipouise went to
Romania from the 21st to the 27th of Marthe temporal
information is related to the eveotgo.

- ALINK is used to annotate aspectual relationshigsry will
begin presentation of her paper at 12 ndtme verbwill begin
is showing a phase of the event).

- SLINK is used to annotate relationships of modality
evidentiality: John said he would go to Romania in March.
(conjecture is made before the realisation of thens).

TimeML offers the possibility of expressing diffetegranularities. It
owns four types for time expression (TIMEX3):

- DATES is used for expressions referring to a adderon the
22nd of March 2010, last Sunday, yesterday morning.

- DAY TIMES is used for a temporal expression lesmth day:
this afternoon, at twenty minutes to threAttention should be
paid to the distinction between these two typesnoés because
of the different granularity of the expressions.

- DURATION is used to describe a duration in tinfer four
days, two years ago.
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- SET is used for expressions of repetition in titnéce a week,
every eight days.

The natural language does not have a single wagxpfessing a
specific granularity but there may be different pemal expressions
referring to the same granule. Granularity is tbeel of detail with
which the time is measured; it may be stated thairal language does
not have a canon for time expression [26]; howévisrknown that the
granularity of linguistic temporal expressions eiff adapting to the
Gregorian calendar. Equivalencies may be found eéetwthe natural
language and this calendar, at least in westergukegres. Hence the
differences proposed to model time following thiendar [30] [31].

In order to ensure the consistency of data stractar all the
documents, a DTD has been used. It allows defitfirggdata format
and the document structure, its elements and tatinge Thus, those
documents may be validated since the element steucf the elements
and their description may be known.

4 METHODOLOGY FOR INCORPORATION OF TEMPORAL
EXPRESSIONS INTO AGIS

The purpose of this methodology is the incorporatid the temporal
variable, described by means of a temporal markmguage coming
from a text information, into a GIS. The corpus dismmes from a
selection of 20 letters of the Spanish merchan®8iRuiz, dated in the
16th century.
The procedure has been divided into three steps:
- Automatic identification of the temporal expressiaf the
corpus using th&eoParserserver
- Manual normalization of the temporal expressiorn$ wi
TimeML.
- Incorporation of TimeML into a Geodatabase.
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Fig. 1. Diagram of the processes included in tlippsed methodology.
Source : author of the study.

4.1 |dentification of the temporal expressions

No automatic tool associated to TimeML has beereldped yet for
recognition of temporal expressions in the Spaldsguage. In view of
this lack, we have opted to u§&eoParser a text processing tool that
identifies these expressions and recognizes thgrgpbic scope of the
document, as well as the whole geographic entitiesntioned
throughout the document. This tool, a spinoff af IGMAP Project
[32], has been used with the aim of assisting ie thetection of
temporal expressions, disambiguation and assignwfeatgeographic
environment to those expressions. In this casedtimment to deal
with is written in old Castilian, so that it is ressary to carry out some
modifications in the lexicon of the application, that these expressions
are properly recognized, therefore normalized.

This recognition process implements the Named ¥ER#&cognition
Method (NER), based on seeds and supplemented dnches in
gazetteers and register queries containing namésstarical periods.
This approach has been extended with rules of egjme for
recognition of dates, durations and frequenciesaeted from the
TimeML annotation schema. This process has beemiedarout
manually, marking the temporal expressions recaghidy the
GeoParseras well as those that were not identified.
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The procedure for recognition of these temporalresgions is
facilitated by the Dat eTi me tag, with whichGeoParsermarks and
describes the already identified expressions.

An additional advantage of the utilization GeoParseris that it
facilitates the incorporation of the expressiomiifeed in the GIS since
not only identifies but it also infers the geogriptontext to which it is
related. For this purpose it relies on a gazettesing a register of
placenames, historical periods and descriptioeif tproperties, e.g. it
contains place types, coordinates, temporal inkervaierarchies,
alternative names and semantic associations. Thettgar used [33]
integrates data from multiple sources, among thesaNames and the
directory of historical periods ECAI [34].

4.2 Normalization of temporal expressions in Tihe

The normalization of temporal expressions has lweeried out semi-
automatically due to the fact that at the presené GeoParserdoes
not normalize recognized expressiobgsides, since we are dealing
with a historical corpus of old Castilian, the at#ion of TimeML has
been necessary in accordance with that linguisticety and the
incorporation of its rules. This adaptation hagadtly been carried out
for the English, Chinese and ltalian languages,ati@ptation for the
Spanish language being underway [35] [36]. It isvant to note that
for the time being no studies have been undertadmout the old
correspondence in TimeML. So far the ground on twhiork about
temporal extraction has been done is newspapegat texts [37].

After identification of temporal expressions in Ressance Castilian,
the next step has been the TimeML annotation cfehexpressions that
had not been previously normalized. From the beginXML has been
chosen as language, without forgetting that Timeisilnot dependent
on this format.

Next an example is shown of the corpus of normttimaof these
temporal expressions in TimeML where the guide eslwappear:
TI MEX3, EVENT and TLI NK.

“A primero de agosto recibi la de v.m. de 12 desa@do” (On the first
of August | received yours of the 12th of the pashth from your
honour)
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<TIMEX3 tid="tidl2" t
01" anchorTi nel D="tid
agost o</ TI MEX3>

ype="DATE" val ue="1570-08-
11">prinero de

<SI GNAL sid="sidl"> a </SIGNAL>

<EVENT ei d="ei d28" aspect =" PERFECTI VE"
nood="NONE" pos="VERB" vfor m=" NONE"

cl ass=" OCCURRENCE" t ense="PAST"

st en¥" RECI Bl R" >r eci bi </ EVENT>

<TI MEX3 tid="tidl3" type="DATE" val ue="1570-07-
12" anchorTinel D="ti d11">12 del pasado </ Tl MEX3>

<SI GNAL sid="sid2"> de </SIGNAL>

<TIMEX3 tid="tidll" type="DATE" val ue="1570-08-
08"> ocho de agosto de 1570</ TI MEX3>

<TLI NK rel Type="1 NCLUDEs" |id="1id31"
tinel D="tidl12" rel atedToEvent | nst ance="ei d28"
signal I d="si d1"/>

<TLI NK rel Type="BEFORE" |id="1id32"
timel D="tidl13" rel atedToEvent| nstance="ei d28"
signal I d="si d2"/>

The type of temporal information we are likely todf in the letters
is varied and rich due to the rhetoric of that tiemed the type of
document, with temporal expressions of the typea téntos dias
(within that many days “de pocos dias a esta pdrtdgrom a few days
hither) or “diez del que vierigtenth of neXxt As can be observed by
the example, the linguistic expressions used in ldteers may be
deictic, i.e. knowledge of the narrative moment which the
expressions are framed is needed to be able tad@im the time
interval comprised by the expression. The corpesl @lows using the
temporal metadata in order to determine at whichmemt the events
occur, so as to be able to locate them on a timellthis is achieved
with the AnchorTine attribute, as in the example, allowing
establishment of a temporal axis.

In order to arrange the events of the corpus, thesetwo ways of
proceeding: extrinsic and intrinsic. The former mearranging the
letters of Simon Ruiz only taking into account ttecument publishing
dates, i. e. the metadata. The latter consistsrahging all the temporal
expressions appearing in the document. Since thi i a more
sophisticated process, it is necessary to deal tiétentire information
of the corpus.
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The tag marking the temporal relationships is e NK, those
relationships being based on the thirteen bindgtiomships of Allen’s
temporal algebra. Th&LlI NKs represent the temporal relationships
existing between two events, two times, or betwaepvent and a time.
In the example, the event would beecibi” (I received) which is
accompanied by two temporal expressionsjniero de agosto” ( the
first of August)and “12 del pasado” (the 120of the past month)The
temporal relationships between these three elenmstsmarked with
theTLI NK tag, as can be seen in the example.

It is relevant to remember that the XML is not ird@& to the
TimeML since the latter may turn into other formats a matter of fact,
a web annotation tool is being developed that gaesrdata in database
tables from text annotation [39].

4.3 Incorporation of TimeML as part of a geodatabas

After having annotated the corpus in TimeML we go with the
integration of the text in the geographic inforroatisystem. The GIS
have different data formats, all of which assumdagabase-oriented
structuring of information: geodatabases, tabldgl§1Access, tables in
MS Excel (with certain restrictions), etc. The jugt of TimeML
annotation into any of these formats is guarantegdhe fact that
TimeML does not allow for recursive entities, arehbe it provides a
stable, predictable structure, so that a relatiahatiabase could be
designed to store the information contained by Nihennotation.

In order to automate the transfer of informatiomeation of a
mapping algorithm between both structures (datalzesk corpus)s
required with the purpose of saving and extracting information
freely. Such tool could be implemented as an imtemodule of the
database manager or as an independent software ooemtp[38].
Consequently both entities (geodatabase and the RIEfNing
TimeML) would be practically identical. This wouldacilitate
introduction of the information, and in additionhet annotated
expressions of the corpus would not undergo anynghaThe XML
and the geodatabase turn into the two faces ofstheage of the
temporal expressions.

Finally, having the information within the geodaasb, the
representation of the annotated corpus will depmmgbeculiarities the
historical events described; for example if we wdealing with the
binnacle of a ship’s captain, the representationsinipping routes,
goods transported, oceanic currents, winds andmstocould be
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emphasized, but if the corpus was made up of téatribing land
voyages, the representation details would be snotisig different,
highlighting other aspects. In this regard, asafarepresentation of the
linguistic annotation of the corpus is concerned,may add that this is
a future line of research which involves the dyradisplay of events.

5 CONCLUSION AND FUTURE WORK

A methodology has been designed for the recognitiand
normalization of temporal expressions following thEBimeML
specifications; the procedure followed has beesgired and the union
of the two scopes for the development of the temfigrin the GIS has
been pointed out. Likewise the methodology for limguistic corpora
and the Geographic Information Systems has beeseptred.

The functional advantages of integrating documentstin natural
language and the representation of their tempygriia GIS have been
exposed.

The advantages of utilization of the TimeML havebealescribed:
its standard character, its format as a datab&sapplicability to any
language by providing a defined grammar and abdyédow allowing
the arrangement of events on a timeline. TimeML,ot®er markup
languages, allows massive treatment of text inféiona

Some of the limitations to carry out the proposavén been
described: (a) to achieve the representation ofahmporal information
tagged in the corpus, the Geographic Informatiost&y should have a
spatio-temporal database allowing storage and qenof the
information coming from the corpus, i.e. a tempded$ reflecting the
TimeML; (b) corpora tagged in TimeML are scarce liorguages other
than English which prevents the use of automaticnieg techniques
and gives rise to the use of semi-automatic andualaannotation; (c)
adaptation of TimeML guide to old Castilian is neddto facilitate
identification of temporal expressions in this tyfdexts.

As future work we intend to get the recognitionymalization and
qguantification of temporal expressions in wider 19ph historical
corpora as well as the integration of temporal apdtial linguistic
annotation. In addition we have anticipated theatioa of an analysis
tool allowing the utilization of temporal express®oat the time of
specifying the query within a spatio-temporal GEs well as the
extension of the SQL queries with diffuse temparapressions and
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temporal proper names, i.e. we seek facilitateithglementation of
natural languages queries containing temporal espes in a GIS.
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A Dialogue System for Indoor Wayfinding Using
Text-Based Natural Language
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ABSTRACT

We present a dialogue system that automatically generateor
route instructions in German when asked about locationsgus
text-based natural language input and output. The challeng
task in this system is to provide the user with a compact set of
accurate and comprehensible instructions. We describeapur
proach based on high-level instructions. The system isrithest
with four main modules: natural language understanding-di
logue management, route instruction generation and natara
guage generation. We report an evaluation with users urifami
with the system — using the PARADISE evaluation framework —
in a real environment and naturalistic setting. We presesuits
with high user satisfaction, and discuss future directifarsen-
hancing this kind of system with more sophisticated andtineu
interaction.

1 INTRODUCTION

Wayfinding in (partially) known environments poses a coesitble chal-
lenge for humans. This fact is not only confirmed by a substbbbody
of research [1, 2] but also by the ubiquity and high demandrfore-
mental navigation assistance systems, as well as web-basgdes pro-
viding in-advance information about routes. However, niafgtrmation
provided by such systems is tailored for large-scale négigaising cars
or public transport [3]. Indoor wayfinding assistance isatrivial issue
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and has not been addressed widely so far. Related work iesling fol-
lowing. Kray et al. [4] present an interactive display syst@mounted on
walls providing visual navigation support to building useCallaway [5]
describes indoor navigation help while navigating rathantin-advance
directions as explored here. A modelling software propdsetMiinzer
and Stahl [6] generates dynamic visual route informaticochinair [7]
reports a desktop usability study comparing various modeasdmor
navigation aids. Becker et al. [8] and Ohlbach and Stoff¢lpi®&sent
models for representing the complex spatial configuratedesquately
for navigation and route assistance. Kruijff et al. [10] g@et and dis-
cuss a human-robot interaction scenario set within an affieéronment.
Automatic systems generating natural language-based dascriptions
in-advance have therefore received little attention te dat

In the following we present a first substantial step in thieclion: a
dialogue system that automatically generates indoor riastaictions in
German when asked about locations, using text-based h&oguage
input and output. The challenging task in this system is tavigie the
user with a compact set of accurate and comprehensibleatisins suit-
able for navigating in a complex indoor setting. Our testiemment is
a campus building which, due to a range of asymmetries andnvea-
tional architectural features, poses a range of navigaticmllenges.

2 SYSTEM ARCHITECTURE

This dialogue system aims to provide users with route desens in
German for navigating in a particular building of our unisigy that is
generally recognised as presenting significant navigaticimallenges to
both new and infrequent visitors. A pipeline architectuféhis system
is shown in the high-level diagram of Figure 1. First, therus&eracts
with a Graphical User Interface (GUI) by asking questionsulyoute
directions using text-based natural language. Seconthnigeage under-
standing module applies OpenCCG parsing [11] and keywoottiag
— the latter is used in case of unparsed inputs — to the useranite
in order to extract a user dialogue act. Third, the dialoga@aagement
module specifies the system’s behaviour by mapping knoveledgnpact
dialogue states (extracted from the knowledge base) to imadmalogue
acts such as ‘request’ , ‘clarify’ or ‘preseimtfo’. Fourth, the language
generation module provides high-level route instructimmotgh the use
of pCRU that generates logical forms that are then given ¢oktRML
language generator [12], which in turn outputs text to beashim the
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GUI (see Figure 2). Finally, the knowledge base maintaiaibktory of
the interaction. These modules were integrated under tHS[BArame-
work, which provides support for building situated dialegystems [13].
These modules are described in more detail in the rest ofduison.

user
Language dialogue act
> .
understanding
user
response Knowledge .
9 Spatial data
base
User < > Gul system 4
dialogue state
v F
Dialogue Route
.
management | generation
system

response | Language

generation system
dialogue act

Fig. 1.A pipeline architecture of our dialogue system for indooryfirading.

2.1 Natural language understanding

For parsing the textual user inputs we used the OpenCCGrgarse

We use a grammar for German and represent the user inputrinciuse
called ‘Frame Object Structure’ [14], using semantic tygesved from
the Generalized Upper Model [15]. A sample structure fordbetence
‘Wie komme ich zu Raum a3440?’ (How do | get to room a3440?) is
represented as

@g1:gs-NonAffectingDirectedMotion(gum-Coming "~
<uio-hasSurfaceFunction>uio-Wh-Question ~
<gum-actor>(pl:gum-ConsciousBeing ~ Pron) ~
<gum-processinConfiguration>(g2:gum-Process

gum-Coming) ~
<gs-motionDirection>(x1:gs-GeneralizedLocation ~
<gs-hasSpatialModality>
(z1:gs-GeneralDirectionalNearing =~ zu) ~
<gs-relatum>(rl:sim-Room ~ Raum "~
<num>sg "~
<Modifier>(al:sim-Office ~ a3440))))
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Maschine: Willkommen beim GW2 Infokiosk!

Maschine: Brauchen Sie eine Wegbeschreibung auf dieser Ebene? Schreiben Sie Ihre Frage
einfach in das Textfeld.

Benutzer: Wo kann ich Raum 3180 finden?

Maschine: Ich habe folgende Raumen gefunden: b3180, a3180. Welche von diesen suchen
Sie?

Benutzer: k3180

Maschine: Drehen Sie sich um und gehen Sie geradeaus bis zu dem n3chsten Gang auf der
linken Seite.

Maschine: Biegen Sie nach links ab und gehen Sie bis zu der Tiir B3180 auf der rechten

FRAGE: | SUCHE |

Fig. 2. A screenshot of our text-based dialogue system for indogfimding. A
translation to English of this dialogue is provided in TaBle

In addition, we used a keyword spotter to identify locationsase of
sentences without parse in the CCG grammars. The task o&tvedkd
spotter is to identify names of locations or names of peapidatreat the
remaining words as fillers. The output of this module is a agiogue
act represented by a used dialogue act type (‘ask’, ‘provicenfirm’
‘silence’) and slot-value pairs. The dialogue act for thegke above can
be described as ‘ask(destination=room a3440)’. We useshiime format
for describing system dialogue acts.

2.2 Dialogue management

Our dialogue manager is based on the Markov Decision Prqbi3P)
model, but we use a deterministic mechanism for actionetiele The
MDP model is used to optimize stochastic sequential datisiaking
problems and is defined as a 4-tugleS, A, T, R >, whereS is a finite
set of statesA is a finite set of actions] is a state transition function,
and R is a reward function. The solution to an MDP is to find a pol-
icy m(s) that maps states to actionsa. Because we use deterministic
action-selection, we can omit the reward function. Thisrfaf control is
typically used as baseline for learnt dialogue stratediés17].
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We applied this model to our system as follows: (1) the spdah-o
alogue states is represented with a vector of state vasi@sleshown in
Table 1, (2) the action space is represented with dialogutgpes shown
in Equation 1, (3) the state transitions are modelled by fisgdialogue
states from the knowledge base, and (4) the deterministioglie policy
is defined in Equation 1. A sample human-machine dialogustithting
this form of interaction is shown in Table 2. This dialoguealescribed
with wordings in German and English and corresponds to takglie
shown in Figure 2.

Table 1.Representation of the dialogue state. Each state variadeeither three
or four possible values, resulting BY x 42 = 3888 states.

Destination X3|0=unknown, 1=requested, 2=known
NumTuples X4|0=null, 1=one, 2=more-than-one

Instructions X5|0= unknown, 1=known, 2=provided
UserUtterance |X¢|0= unknown, 1=parsed, 2=unparsed, 3=spotted
MorelnstructionsX7|0=null, 1=empty, 2=yes, 3=no

[Variable |ID [Domain Value |
Salutation X1 |0=null, 1=greeting, 2=closing
Origin X5 |0=unknown, 1=requested, 2=known

opening ifs € {0000000}

request ifs € {1000000, 1000012}

otherrequest ifs € {1220210, 1220220}

queryroute ifs € {1220210, 1220220, 1110030, 1210030,
1220030, 1211030, 1221030}

presentinfo if s € {1221110,1221130, }

clarify if s €{1112100,1112030, 1212030, 1222211,
1222231}

apologize ifs € {1110020, 1210020, 1220220, 1210210}

confirm if s € {1112010,1112030}

closing ifs € {1%%%xx3}

wait otherwise

1)
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Table 2.Sample dialogue in the wayfinding domain, where the dialogiate
is formed by the state variables shown in Table 1, and a settidres (shown
in Equation 1) is available per state. The action-selectomticy is defined by
Equation 1.

Agent

Dialogu
State

Action

Sample Utterance

SYS

0000000

1000000

opening

request

Willkommen beim<Hidderr> Infokiosk!
[Welcome to the<Hiddert> info kiosk!]
Brauchen Sie eine Wegbeschreibung auf di¢ser
Ebene? Schreiben Sie Ihre Frage einfach
in das Textfeld.

[Do you need a route description on this level?
Just write your question into the text field.]

USR

Wo kann ich Raum 3180 finden?
[Where can | find room number 31807?]

SYS

1212030

clarify

Ich habe folgende Raeume gefunden: b3180,
a3180. Welche von diesen suchen Sie?

[I have found the following rooms: b3180,
a3180. Which of these are you looking for?]

USR

b3180

SYS

1220010

query.route

<query the route generation modre

SYS

1221110

presentinfo

Drehen Sie sich um und gehen Sie geradealis

[Please turn round and go straight on until
the next hallway on the left hand side.]
Drehen Sie sich nach links und gehen Sie bi
zu der Tuer B3180 auf der rechten Seite.
[Turn left and go until

the door B3180 on the right hand side.]

(4

SYS

1220210

otherreque

tSind noch Fragen offen? Brauchen Sie noch
eine Wegbeschreibung? Dann schreiben Sig
Ihre Frage wieder in das Textfeld.

[Do you have further questions? Do you need
another route description? In that case pleas
write your question again into the text field.]

D

2.3 Route instruction generation

Our system employs a computational process calledr® (Generation
of Unambiguous, Adapted Route Directions) [18] for geriagptontext-
specific route instructions. Context-specific route ditet account for

bis zu dem naechsten Gang auf der linken Seite.
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environmental characteristics and a route’s propertiasyTadapt com-
munication to the action to be taken in the current surrouménviron-
ment. Such instructions are termed “context-specific” heeaf the ex-
plicit adaptation to the structure and function in wayfirgljh9]. GUARD
unambiguously describes a specific route to a destinatidgh,imstruc-
tions adapted to environmental characteristics. Seleafdhe route is
not part of QARD itself. GUARD originally has been developed for pro-
viding route instructions in outdoor environments. Fig@rprovides an
overview of the generation process.

Calculating Extracting Syntactic Chunking Optimization C()ntext-.Spe(‘;iﬁc
Route Instructions Postprocessing Chunks P Route Directions

Fig. 3. Overview of WARD, the generation process for context-specific route di-
rections.

GuARD works on a network representation of paths in an environ-
ment. This graph is annotated with information on landmaftis ex-
ample, their location and shapeu&RrD accounts for different types of
landmarks in generating instructions whose role in theeriatructions
depends on their location relative to the route [20, 21].draarks are
associated with decision points based on a heuristic tlateds for dis-
tance and potential obstruction. When generating insonsteach asso-
ciated landmark is tested for whether it can be used as arefembject
in the instruction, which depends on its functional rolehia tjiven spatial
configuration [21].

The generation of context-specific route instructions israd-step
process. First, for every decision point of the route altringtions that
unambiguously describe the route segment to be taken aezemteed.
This results in a set of possible instructions for each datigoint. Next,
GUARD performs spatial chunking. Spatial chunking refers to ciminiy
instructions for several consecutive decision points agingle instruc-
tion, for example, “turn left at the third intersection” tead of "straight,
straight, left.” QUARD is flexible with respect to the principles used in
chunking (e.g., [22, 3]). Finally, in the third step, the wadt context-
specific route directions are generated. Here, from alliptesgstruc-
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tions, those that best describe the route are selected.if\strealized
as an optimization process, “best” depends on the chosémiagtion
criterion. Just as with the chunking principlesy&RD is flexible with
respect to the criterion used. As a default, it aims for ircdtons that
contain the least number of chunks, i.e., that require thstleumber of
individual instructions[18]. Optimization results in aggeence of chunks
that cover the complete route from origin to destinationeBw the ag-
gregation of instructions performed in chunking, instioies for some
decision points will be represented implicitly, thus, rethg the amount
of communicated information.

In summary, the approach to context-specific route dirastiinds
the best instruction sequence according to the optimizatiterion, but
for a previously given route. Recently, there has been warlusing
GUARD's principles in a path search algorithm finding the routest th
are also the easiest to describe [23].

2.4 Natural language generation

GENERATION OF HIGHLEVEL INSTRUCTIONS. Our approach for gen-
erating high-level route instructions is described in Altron 1. Briefly,

it operates with the following steps: (a) it receives thepotibf the route
instruction generator; (b) segments the received lowtlmatructions
based on major changes of direction such as left or rightplftdins a
landmark and direction for the current segment; (d) geesratturning
instruction (cf. line 10); (e) generates a go instructiotilithe current
landmark (cf. line 11); (f) unifies the previous two instiiocis; and (g)
generates the language for the unified instruction (cf. i8¢ Whilst
stepsd ande are processed with the pCRUs described in the next subsec-
tion, stepy is processed with the KPML language generation system [12].
An example of this process using ‘corridors’ as non-tersadmarks

is illustrated in Figure 4.

GENERATION OF ROUTES WITH ERU. For the generation of route de-
scriptions, we distinguish different route-associatetibas that need to
be performed in different segments of a route, for examplaing ac-
tions or following actions. While these could be verbalibga template-
based approach, we instead use full NLG and aim to make ogrigdes
tions more natural by allowing appropriate variation in thalisation of
route segments, so as to reflect the same tendencies foundianhde-
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Algorithm 1 Generator of high-level textual route instructions

1: function GENERATOROFHIGHLEVELINSTRUG

2:

11:

12:
13:

14:

TiIoNS(lowLevellnstructions)
segments— segment low-level instructions based on major changes of

directions such as left and right.

for each segmerdo

if non-terminal segmerhen
landmark— destination landmark for the current segment

else
landmark«— target destination

end if

direction «— direction of the current landmark (e.g. left, right, in
front)

spll« obtain a turning direction (e.g. turn around, turn leftntur
right)

spl2« obtain a go direction to the landmark with corresponding
direction

instruction— aggregation of spll and spl2

Generate the textual description corresponding touhrent instruc-
tion

end for

15: end function

scriptions. We achieve this by using the pCRU framework dieed in
the rest of this section.

Probabilistic context-free representational underdjpation (o CRU)

[24] is an approach to resolving the nondeterminacy thataHy arises
in generation between a semantic representation and isshp®nguis-
tic surface forms. This relationship is almost always amentiny as can
be illustrated by the following example. Consider the faflog SPL [25],
which serves as an input to the KPML generation system [12].

(vO / |space#NonAffectingOrientationChange|

:|lactor| ( hearer / |person| )
:|spacettdirection| (sd /

|space#GeneralizedLocation|
:|[spacet#hasSpatialModality| (Ip /
|spacetiLeftProjection| ) ) )

This semantic representation expresses a simple turntiumndo the

left. A small subset of possible realisations are (1)-(3Wwewhich differ
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<?xml version="1.0" encoding="UTF-8"?2>

<R(?UTE> ) origin
<Direction>
<instruction point="1" relation="turn straight">
</instruction>
</Direction>
<Direction>
<instruction point="2" id="308" relation="straight">
</instruction>
<instruction point="3" id="310" relation="half right"> Turn around and go straight
</“.'5tru<,:tmn> until the first corridor at your left.
</Direction>
<Direction>
<instruction point="4" id="314" relation="half left">
</instruction>
</Direction>
<Direction>
<instruction point="5" id="192" relation="left">
<landmark id="147" type="ns:exitsign" relation="lm&gt;"/>
</instruction>
</Direction>
<Direction>
<instruction point="6" id="194" relation="straight">
</instruction>
<instruction point="7" id="196" relation="straight">
</instruction> Turn left and go straight until
<instruction point="8" id="198" relation="straight"> door B3180 that is at your right.
</instruction>
<instruction point="9" id="200" relation="straight">
</instruction>
<instruction point="10" id="202" relation="right">
<landmark id="ns:b3180Door" type="ns:door" relation="lm&gt;"/:
</instruction>
</Plrec?1°n> destination
<Direction>
<instruction point="11" relation="turn ahead">
</instruction> J
</Direction> *
graph low-level high-level
</ROUTE> nodes instructions ~ Segments instructions

Fig. 4. Sample route with high-level instructions derived from Igjmg Algo-
rithm 1.

along several dimensions, such as the choice of speechdnr{ohper-
ative versus declarative), tense (present versus preeatibhgous), the
phoricity of the direction attribute (PP versus AP), or wigtor not to
use ellipsis or the exact choice of the verb.

(1) “Turn left.”

(2) “Turn to the left.”

(3) “You are turning left.”
(4) “Left”

(5) “Go left.”

Under the pCRU framework, we formalise the above variatioa i
context-free grammar (CFG) consisting of a set of termigaitzolsW,
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a set of nonterminal symbol, a start symboS with S € N and a
set of production rule® of the formn — a, withn e N, « € (W U
N)* and W andN being disjoint. This leads to the following CFG for a
TurningSimple  action.

CONFIGTYPE PROCESS ACTOR SPEECHFUN
TENSE DIR (0.7)

CONFIGTYPE PROCESS ACTOR SPEECHFUN
TENSE "ellipsis full"* DIR (0.3)

TurningSimple

TurningSimple

CONFIGTYPE = "|space#NonAffectingOrientationChange|"
(1.0)

PROCESS = "lex turn" (0.8)

PROCESS = "lex go" (0.2)

ACTOR = "( hearer / |person| )" (1.0)
TENSE = "tense present" (0.9)
TENSE = "tense present-continuous" (0.1)
SPEECHFUN = ":speechact command" (0.9)
SPEECHFUN = ":speechact assertion" (0.1)
DIR = :|space#route| (gr / |space#GeneralizedRoute|
:|[space#direction| (sd /
|space#GeneralizedLocation| :phoric-q phoric
:|space#thasSpatialModality| (sm /
LOCATION-DIRECTION ) ) (0.7)
DIR = :|space#route| (gr / |space#GeneralizedRoute|
:|spacet#direction| (sd /
|space#GeneralizedLocation| :phoric-q notphoric
‘|[spacet#thasSpatialModality| (sm /
LOCATION-DIRECTION ) ) (0.3)

This representation allows us to capture all arising vianatvithin
a single formalism as well as control the application of thspective
expansion rules by attaching probabilities to them whiatidate each
rule’s probability of application.

3 DIALOGUE SYSTEM EVALUATION

This evaluation aimed to investigate the performance oftexi-based
approach for indoor wayfinding. For such a purpose, the digesystem
described above was implemented and tested with a set &f insereal
building. This building is complex to navigate; althoughds several
floors, only one floor was tested.
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3.1 Evaluation methodology

We evaluated our dialogue system using objective and stilgemet-
rics mostly derived from the PARADISE framework [26]. Thimine-
work is commonly used for assessing the performance of spdiéogue
systems, and can be used for evaluating dialogue systeingiffgrent
modalities in the wayfinding domain.

The groups of quantitative metrics are described as foll®ivst, the
group ofdialogue efficiencynetrics includes ‘system turns’, ‘user turns’,
and ‘elapsed time’ (in seconds). The latter includes the tised by both
conversants, from the first user utterance until the lagegysitterance.
Second, the group afialogue qualitymetrics consists of percentages of
parsed sentences, sentences with spotted keywords, aadsadpsen-
tences. Third, the group a@ésk succesmetrics includes the typical bi-
nary task success expressed as

1 for finding the target location
0  otherwise.

BinaryTaskSuccess { (2
In this group we proposed two additional metrics in orderdoalize the
degree of difficulty in wayfinding. The first is referred to &svalued

Task Success (TS)’ defined as

1 for finding the target location
1/2 for finding the target location with small-medium
problems
0  otherwise,

3-ValuedTS=

(3)

and the second is referred to as ‘4-valued task successededm

1 for finding the target location
2/3 for finding the target location with small-medium
4-ValuedTS= problems
1/3 for finding the target location with severe problems
0 otherwise.
4)
The value of 1 is given when the user finds the target locatiihoart
hesitation, the value with small-medium problems is givérewthe user
finds the location with slight confusion(s), and the valutngievere prob-
lems is given when the user gets lost but eventually findsatyet loca-
tion. Finally, the group of quantitative metrics are ddsed in Table 3.
The sum of scores from these metrics represents the oveealbatisfac-
tion score.
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Table 3. Subjective measures for evaluating indoor wayfipdadapted from
[26].

[Measure |Question |

Easy to Understan(iVas the system easy to understand?
System UnderstooDid the system understand what you asked?

Task Easy Was it easy to find the location you wanted?
Interaction Pace |Was the pace of interaction with the system approprjate?
What to Say Did you know what you could write at each point?

System Response|Was the system fast and quick to reply to you?
Expected BehavioubDid the system work the way you expected it to?
Future Use Do you think you would use the system in the future

~

3.2 Experimental setup

Our experiments evaluated the dialogue system describeceakith a
user population of 26 native speakers of German. They weke ity
students (16 female, 10 male) ag&d5 on average. Each user was pre-
sented with six wayfinding tasks, resulting in a total of 166te dia-
logues. They were asked in each case to find a particulaidochased
on the route instruction generated by the dialogue systeneauest by
the user. The locations were spatially distributed. Twhkgased 2 High-
Level Instructions (HLIs), two tasks used 3 HLIs, and twdtaased 4
HLIs. The dialogue tasks were executed pseudorandomlyn(&auni-
form distribution). At the beginning of each session, mgpants were
asked about their familiarity with the building using a ShptoLikert
scale, where 1 represents the lowest familiarity and 5 tghdst. This
resulted in a familiarity score ¢&f.4. Then, our participants received the
following set of instructions: (a) you can ask the systemagsiatural lan-
guage, (b) you can take notes from the received instructi@hg$ollow
the instructions as precisely as possible, (d) you are howveatl to ask
anyone how to get to the target location, and (e) you can givenytime
after trying without success by telling that to the assistiaat will follow
you. At the end of each wayfinding task, participants wereedghk fill
a questionnaire (Table 3) for obtaining qualitative resuking a 5-point
Likert scale, where 5 represents the highest score.

3.3 Experimental results

According to dialogue efficiency metrics, it can be obseifverh Table 4
that the user-machine interactions involved short diadsgin terms of
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system turns, user turns and time. These results suggésiriba users
receive instructions to find a given location, they tend naask further
questions. We can also observe a large number of words pensysrn
mostly due to the textual instructions, where the longerrthmber of
high-level instructions the longer the textual output.didigion, although
some users used only keywords in the textual input, ovdral}f isked
questions.

According to dialogue quality, it can be noted that our graarsn
did not have wide coverage. There are many different wayskofar
a given location, including sentences with ungrammaticatcsures and
sentences with words absent in the lexicon. However, thebeyspotter
then was crucial for identifying the users’ target location

According to task success, our dialogue system obtainedyahigh
binary task success, but this measure does not take intoidoow hard
it was for the user to find the given locations. In contrastilsttour 3-
valued task success measure penalizes more strongly, valudd task
success measure is between the other two metrics. From rinetsies,
we found that the latter generated more faithful scores usexd pre-
dicts more closely user satisfaction. This argument caralidated with
statistical analysis, but this is left as future work.

Our qualitative results report very high scores for useiststtion,
mainly for the dialogues with 2 High-Level Instructions () and 3
HLIs. However, users found it harder to follow the dialoguéth 4 HLIs.
One can think that the reason was due to the length of theugtgins,
but we observed that it was more due to ambiguity in whichidors to
follow. The lower scores in the following qualitative megisupport this
argument: easy to understand, task easy, expected behawvidduture
use. Nevertheless, we found that a dialogue system for mgagfinding
using language processing capabilities — with only textitramd output
— can obtain very high overall scores in user satisfaction.

Finally, we included an additional question in the survegdilafter
each dialogue: ‘Did you find the location only based on thegimstruc-
tions by the system or did you use additional help such ass8idgrhis
question also used a 5-point Likert scale, where 5 represbathighest
score for strictly following only the system instructioriis resulted in
an average value of.3, which suggests that the results described above
were derived from following almost entirely the system’stimictions.
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Table 4. Average results of our wayfinding system for diaesgwith different
amounts of High-Level Instructions (HLIs), organized acihog to the following
groups of metrics: dialogue efficiency, dialogue qualigsk success and user
satisfaction.

Measure 2HLIs | 3HLIs | 4HLIs All
(52 (52 (52 (156
dialogues)dialogues)dialogues)dialogues|
Avg. System Turns 2.25 2.38 2.28 2.30
Avg. User Turns 1.30 1.61 1.64 1.52

Avg. System Words per Turn 34.05 40.04 49.59 41.30
Avg. User Words per Turn 4.06 5.34 4.84 4.79

Avg. Time (in seconds) 20.69 19.77 25.87 22.14
Parsed Sentences (%) 23.8 4.3 225 16.7
Spotted Keywords (%) 74.6 91.4 73.2 79.9
Unparsed Sentences (%) 1.6 4.3 4.2 3.4

Binary Task Success (%) 96.2 100.0 88.5 94.9
3-Valued Task Success (%) 92.3 88.5 63.5 814
4-Valued Task Success (%) 94.9 92.3 75.6 87.6

Easy to Understand 4.65 4.6 4.08 4.46
System Understood 471 4.62 4.62 4.65
Task Easy 4.60 4.54 3.73 4.29
Interaction Pace 4.71 4.65 4.52 4.63
What to Say 4.71 4.63 4.65 4.66
System Response 4.60 4.62 4.58 4.56
Expected Behaviour 4.64 4.50 4.21 4.45
Future Use 4.46 4.37 4.12 431
User Satisfaction (sum) 37.1 36.5 34.5 36.0
User Satisfaction (%) 92.7 91.2 86.3 90.0

4  CONCLUSIONS AND FUTURE WORK

In this paper we have presented a dialogue system for indayfirnding

in a complex building using text-based natural languagetimd out-
put. The system was described with four main componentaraldan-

guage understanding, dialogue management, route insingeneration
and natural language generation. In the latter we descdbedpproach
based on high-level instructions. A key advantage of olodize system
is its support for language-independence, only parsinggergration
grammars have to be added in order to support a new langagedt is
reused. Experimental results — using the PARADISE evalndtiame-

work — in a real environment with 26 participants (156 dialeg) pro-
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vide evidence to support the following claims: (a) textdzhslialogues
resulted in very short interactions, they mostly consisfuastion and an-
swer, though eventually clarifications or apologies ocadir(b) keyword
spotting was an essential component to assist the pardeuniarsable
utterances; (c) our proposed 4-valued task success meddicfs better
user satisfaction than binary task success or 3-valuedstastess; and
(d) a text-based dialogue system for indoor wayfinding camiokvery
high overall scores in user satisfaction. To the best of aonkedge, this
is the first evaluation of its kind in the indoor wayfinding daim

We suggest the following avenues for future research:

First, text-based language processing, spoken languagessing
and graphical interfaces (such as maps) can be combinedgiirtoi-
pled frameworks for building effective wayfinding syste@ach systems
should be evaluated as in this paper in order to assess tf@rpance
across different system versions. In this way, systemattuations can
be made by varying different conditions under a given fragr&wThis
is an important and useful step to take that has not so far delgieved
in indoor navigation.

Second, the dialogue manager is responsible for contgaitie sys-
tem’s dialogue behaviour. When the system’s behaviouriinesocom-
plex, it is less recommendable to use hand-crafted behabEzause it
is non-adaptive and labour intensive. Machine learninghods such as
reinforcement learning can be used to induce the systerhavieur au-
tomatically [27, 17, 28]. This is relevant for learning atieg and com-
plex behaviour such as learning to ground, learning tofgldearning to
present information, learning multimodal strategies a&aaing to nego-
tiate route directions.

Third, in the case of indoor route directions, future work eatail
covering paths that cross multiple floors. This will requigh handling
a graph with dedicated transition nodes between floors ateba com-
munication of floor changes in the route directions. In thespnt work,
we used corridors as main landmarks; however, a principkechanism
to rank indoor landmarks can be investigated. In additiooviding route
instructions for new spatial environments is possible myating spatial
representations of additional environments in the form @fiae graph.

Finally, future work in language generation can aim to ecckahe
adaptiveness of route descriptions along three dimens{ah$o make
descriptions more tailored towards a particular user byntpkheir fa-
miliarity of the environment into closer consideration[2®) to present
information for users with different cognitive styles fasars familiar or
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unfamiliar with a given environment [30, 31, 32]; and (c) twéstigate
how to incorporate interactive alignment [33].
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ABSTRACT

The transfer of textual information from large collections of paper
documents to electronic storage has become an increasingly pop-
ular activity for private companies and public organizations. Op-
tical Character Recognition (OCR) software is a popular method
to effect the transfer of this information. The latest commercially
available OCR software can be very accurate with reported accu-
racy of 97% to 99.95%][6]. These high accuracy rates lower dra-
matically when the documents are in less than pristine condition
or if the typeface is non-standard or antiquated. In general, OCR
recovered text requires some further processing before it can be
used in a digital library. This paper documents an attempt by a
private company to apply automatic word error correction tech-
nigues on a “"real world" 12 million document collection which
contained texts from the late 19th Century until the late 20th Cen-
tury.

The paper also describes attempts to increase the effectiveness of
word correction algorithms through the use of the following tech-
niques: 1. Reducing the text correction problem to a restricted
language domain, 2. Segmenting the collection by document qual-
ity and 3. Learning domain specific rules and text characteristics
from the document collection and operator log files. This case
study also considers the commercial pressures of the project and
the effectiveness of both rule based and probabilistic word error
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correction techniques on less than pristine documents. It also pro-
vides some conclusions for researchers / companies considering
multi-million document transfers to electronic storage.

1 INTRODUCTION

Real world document collections are not always in pristine condition. The
document may have surface contamination which can be due to the age of
the document, the quality of the media, the type of media and other ma-
terial affixed to the document such as official stamps. The typeface may
be antiquated which may further degrade the accuracy of OCR software.
The recovered text may contain too many errors to be used in a digital
library. Frequently, some further correction of the text is required. This
paper will describe an attempt by a commercial company to correct Por-
tuguese text which had been recovered by OCR software for inclusion in
a digital library.

1.1 Document Collection Characteristics

The document collection contained over 12 million documents which
was created over a hundred year period. The quality of the documents
ranged from the very good (clear type face and no surface contamination)
to the very poor (illegible and heavy surface contamination). The col-
lection contained some homogeneous text, for example correspondence.
The correspondence was mainly letters, which on occasion had images
as an attachment. This correspondence also included bill and product in-
formation which in some circumstances was in a language other than
Portuguese. The document collection also contained some non-standard
items such as reports.

1.2 Processing Documents

The paper documents were scanned using large commercial scanners
which were capable of processing a large number of documents per hour.
The scanners produced images of documents in Tagged Information File
Format (TIFF) and were in monochrome. The images were then sorted
by a simple algorithm and organized into folders which contained related
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images. Each image was given a uniqgue number within the folder. The
images were then pre-processed (deskew and despeckle) in preparation
for the OCR process. The images were processed by the OCR software
which ran on two powerful computers which functioned 24 hours a day.
The OCR software was set on the slowest and most accurate setting. The
OCR software required nearly 2 years to process the 12 million docu-
ments. The text from the OCR process was inserted into a Database Man-
agement System (DBMS). The text was then subject to a post-processing
correction process. The text was to be used in a full text index which
would be used for searching, consequently stop words such as "por" could
be excluded from the correction process.

1.3 Initial Correction Attempts

A popular approach is to use human operators to correct text. This can be
slow. It was reported that an efficient company in Romania with 25 staff
could process 600,000 documents a year.[10]. This mirrored our initial
experience with a completely manual approach. A software application
was built which used the Microsoft Word API to identify word errors
and their possible replacements. The operator corrected the text one word
error at a time. The mean time for each operator to correct one document
was approximately 180 seconds. This was too slow as it would have taken
a team of 5 operators approximately 72 years to complete the task. This
was not only unacceptably slow, but would have represented a potential
enormous cost to the company.

The operators mean time to process each document was reduced with
a modified manual approach, which was to correct popular spelling and
characters errors automatically. The performance of the application was
increased by a multi-threaded approach. The errors and potential word
candidates were cached by one thread, whilst another thread updated the
user display whilst another thread was responsible for updating and fetch-
ing text from the DBMS. The error caching thread was significantly faster
than the human operator, consequently there was no delay when moving
from one error to the nextFetching the error and word candidates di-

1 Although this improved the operators’ mean time, the operators found it diffi-
cult to work with the application as the operators had to concentrate 100% of
the time. If | were to write the application again | would add random delays to
give the operators a small break in concentration.
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For each doc e in collection

Scan and OCR

Image + Text

Correct Text

ark Document
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Quality Yes

Image + Text

Insert into Digital Library

IR Index IR Search

>I

Digital Library

Fig. 1. Process For Transferring Documents

rectly from the Microsoft Word API without caching introduced a sig-
nificant delay. The mean time was reduced to 30 seconds a document. A
team of 5 operators working full-time could process a million documents

a year, which was significantly faster than the Romanian case study[10].
This efficiency improvement was still not fast enough as it would have
taken 12 years to complete the task and would have represented a cost
of approximately 500,000 Euros in labour. An automated process was
required to process a significant number of texts, not only to reduce the
time required to complete the project, but to ensure the company realised
a profit from the project.

It should be noted that the operators required significant supervision.
There was pressure for each operator to reduce their times to process
each text. The less able operators simply cheated by marking documents
as complete when the document had not been processed or marking a
good document as unprocessable. This would lower the mean time of
the operator. It was necessary to review at regular intervals a statistically
significant sample of each operators output to identify which operators
were "honest" and which were "cheating".
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Fig. 2. Modified Process For Transferring Documents

1.4 Summarization of Problem

The initial process is described in figure: 1. This process was too slow
and costly. There was a demand to move to a partial automatic system,
as described in figure: 2. The rest of the paper will discuss the transfor-
mation to the automatic word correction process as described in figure:
2. This will include:

1. Reducing the text correct problem to a restricted language domain.
2. Segmenting the collection by document quality.
3

. Learning domain specific rules and text characteristics from the doc-
ument collection and operator log files.

2 DOCUMENT COLLECTION PREPARATION

2.1 Assessing The Document Collection

A "quality measure" was assigned to each document, so that it was pos-
sible to measure the performance of the error correction techniques. A
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simple measure was used, which was the number of correct words di-
vided by the total number of words. A statistically significant sample of
the documents was manually verified against the quality score. This sim-
ple measure provided an accurate reflection of the document’s quality.
Low scoring documents had heavy surface contamination or were hand-
written. High scoring documents were free from contamination with a
clear typeface. The distribution of quality effectively followed a normal
distribution, with the bulk of the documents having a quality score be-
tween 0.5 and 0.7.

Quality = NumberofCorrectWords = Total NumberofW ords

2.2 Rule Induction from Operator Generated Log Files

The five employees had processed the document collection with the mod-
ified manual system for three years. Three million documents were pro-
cessed. The spelling corrections were logged for each operator. It was
possible to categorize the error types from the log files into the following
categories: 1. Substitution of Characters, 2. Elimination of Characters, 3.
Insertion of Characters, 4. Split Word Errors, 5. Joined Word Errors. A
number of frequently occurring errors were unique to a Latin based lan-
guage, for example, the inaccurate splitting or joining of reflexive words,
for example "da-me" would be joined as "dame".

2.3 Pre-processing of Text (rule based correction)

GARBAGE REMOVAL A large number of documents were printed on
ruled paper which was interpreted by the OCR software as miscellaneous
symbols. A filter was constructed which attempted to remove text which
was generated by physical markings other than text.

JoIN/sPLIT WORDS A number of rules to detect and correct split and join
errors were inferred from the log files. Join errors were detected by iden-
tifying "word boundaries" in continuous text, for example capital letters
or punctuation. The text was split on the word boundary and the result-
ing words checked against a dictionary. If they were both correct than the
words were accepted. Split errors were detected by joining two continu-
ous errors and evaluating the resultant text with a dictionary. If the text
was a correct word then it was accepted.



A CASE STUDY OF RULE BASED... 311

CORRECTING COMMON WORD AND CHARACTERS ERRORSThe join

and split word rules were incorporated into a pre-processor application
with the hard coded rules from the modified manual system for popu-
lar word and character substitutions. Two runs were made, the first was
"strict" where the resultant words had to be correct. The second was "per-
missive", where there was a tolerance of one edit distance. The preproces-
sor was relatively successful and moved the "bulge" of the normal distri-
bution for the quality to the right with a mean average improvement of
quality of 0.2, i.e on average a document which scored 0.5 would score
0.7 after the pre-processor runs.

3 PRrROBABILISTIC ERRORCORRECTION

In recent years there has been a number of advances in probabilistic error
correction for text produced by OCR systems. These techniques assume
that text recovered by OCR is semi-determinate[9]. The assumption is
that OCR systems will consistently identify identical/similar markings on

a document as the same character. This semi-determinate nature allows
a certain degree of predictability of the errors produced by the software
and that some types of errors are more frequent than others.

The following three techniques were utilized in this case study.

CHARACTER CONFUSION MATRIX A character confusion table provides

a list of transformation probabilities from one character to another, for ex-
ample c— ¢ would be high where as-e w would be low. A probability

of a word candidate substituting an error was achieved by a simple sum-
ming of the individual character probabilities and calculating the mean
value [3].

The character confusion matrix in this project was built from the op-
erator log files which documented all word error changes over a three
year period. The substitution errors were calculated by comparing error
and correction words of the same length. Insertion and deletion errors
were calculated by comparing error and correction words which had a
difference in length of 1 character.

DICTIONARY THINNING Dictionary thinning allows the reduction of
possible word candidates. A custom dictionary was developed which con-
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tained only the correct words which were in the document collection and
their frequency. The frequency was important because word frequency
in a document collection obeys Zipf distribution [7] and may provide an
indication of likelihood of the word candidate being correct [8].

The dictionary was constructed by parsing the whole document col-
lection and comparing the words to the J-Spell dictionary. The words
which were not in the J-Spell[2] dictionary were initially rejected and
written to a file with their frequency. The remaining words were written
to another text file which was our initial dictionary. The top 1,000 most
frequent errors were analysed by a human operator. The operator iden-
tified words which were incorrectly rejected, for example surnames and
names of companies. These words were reintroduced into the dictionary.

WoRD N GRAMS Word n-grams provided an indication of conditional
probability of certain word combinations[5]. Words frequently co-occur,
consequently the presence of one word may imply the presence of another
word. In the case study another measure was developed, the gapped bi-
gram where the middle word from a tri-gram was removed. The gapped
bi-gram assisted in the identification of conditional probability of words
separated by a stop-word, for example "agua da pedras", where there is a
semantic relation between "agua” and "pedras”. To generate the n-gram
dictionaries the whole corpus was parsed. The n-grams were listed by
frequency and the top 2,000 n-grams were selected for their relevant dic-
tionary.

3.1 Selection of Word Candidates

Word candidates were selected from the customized dictionary as de-
scribed in the above section. Although the dictionary had been "thinned",
it still contained thousands of possible word candidates. It was not pos-
sible to assess each word in the dictionary for each error because the
application would have been too slow. Consequently, a reduction of the
number possible word candidates would improve the efficiency of the
application. A common method is to use n-grams [4] to retrieve word
candidates for a given error. Popular letter n-grams however, can lead to
large numbers of word candidates being retrieved for a single error. It
is possible to reduce the number of word candidates without removing
any highly probable replacement through the use of skip grams.[1] Skip
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Table 1. character error & replacement character & probability

Character Error Character Replacement Probability
c c 6.5%
a a 5.8%

grams are formed from letters which occupy either odd or even numbered
positions in a word, for example the word "teste" would have the follow-
ing 2 letter skip gram "ts et se". The popular letter n-grams were broken
up into less popular skip grams and consequently when the word can-
didates were returned through the application of a skip gram distance a
smaller and more relevant set was returned.

The use of skip grams highlighted a "quirk" of the OCR system. The
OCR software frequently failed to recognize the Portuguese characters
‘¢’ and 'd". It frequently replaced them with the characters 'c’ and 'a’.
This was a significant error as '¢’ and 'a’ frequently appear together in
Portuguese. This mistake would result in two incorrect skip grams, which
may have excluded a valid word candidate from being selected.

The frequency of this mistake is shown in Table 1.

Note: These figures understate how often the OCR software made
these mistakes as these figure were taken after the pre-processors had
corrected the common character errors.

3.2 Alignment of Word Candidate and Error

The calculation of the transformation probability of error to word candi-
date required alignment of the word candidate and the error. This was a
trivial task, if the word candidate and error were the same length. When
the word candidate and error were different lengths it was necessary to
return the most probable alignment with a '#' representing the missing
character(s). There were two considerations for the algorithm design,
which were accuracy and efficiency. Two algorithms were developed,
one algorithm was for when the difference in length between the error
and word candidate was 2 or less and the other was when the difference
in length was 3 or more. The first algorithm calculated every alignment
permutation and returned the most probable. The second algorithm was a
compromise between accuracy and efficiency this was because the larger
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the difference the more the total permutations and consequently there
would be a drop in performance of the algorithm. A "sliding alignment”
algorithm[8] was used where the shorter word would be moved across the
longer word one character at a time. At each stage the alignment would
be verified for successfully aligned characters. The word form with the
most correctly aligned characters was returned.

3.3 Calculating the Word Candidate Scores

The scoring process initially applied a transformation probability for each
of the word candidates. Word candidates were eliminated if they had less
than a 0.5 transformation probability. This was because through exper-
imentation with a statistically significant sample it was determined that
word candidates with a score of less than 0.5 were unlikely to be cor-
rect. Elimination was necessary to improve the efficiency of the applica-
tion. The remaining word candidates were scored for their co-occurrence
probabilities with existing word n grams and gapped n-grams and the log
frequency of the word candidate in the corpus was calculated as follows:

S = P(E — W,)x(log(W.F)+50) x (1+P(X, W,)) x (1+P(Y, W.))

S =ScorelW, =Word Candidatez =Error
W.F =Word Candidate Frequency

X =Word which has positios- 1 of E

Y =Word which has positios- 2 of E

3.4 Excluding Documents

Automatic processing of the whole collection was not possible because
the document collection was not of a uniformly high quality. It was possi-
ble to automatically process a large number of documents, which reduced
the number of documents which needed to be processed manually. This
reduced the time that was required to process the documents, but also
reduced the costs involved.

The documents were classified into three categories:poor quality (no
manual processing possible), low-medium (manual processing only) and
medium-high quality (automatic processing possible). The quality bor-
ders where set by operators who analysed a statistically significant sam-
ple of documents at varying quality levels. The quality measures are
shown in Table 2.



A CASE STUDY OF RULE BASED... 315

Table 2. Document Classification

Category Quality measure Action

Poor quality 0<g<0.5 no processing possible

Low - medium quality0.5 < ¢ < 0.7 manual processing possible
Medium - high quality0.7 < ¢ < 1 automatic processing possible

Poor / low quality documents had surface contamination, degraded
document media and obscure or unclear typefaces which provoked an
erratic response from the OCR software. In some circumstances the doc-
ument was too degraded to perform any form of manual correction or
re-keying. There were other documents where Tong’s assumption[9] that
OCR software is semi-determinate system no longer held, but were of
sufficient quality to be re-keyed or manually corrected. The exclusion
of documents on which probabilistic methods would function poorly al-
lowed the algorithm to process "good quality" documents where there
was sufficient certainty that the results would be acceptable. The opera-
tors worked on the remaining documents.

4 RESULTS

The probabilistic approach worked well on word errors which were not
the result of errant splitting and joining and had a small number of char-
acter errors. The probabilistic approach functioned adequately on words
with a larger number of character errors, however there were a significant
number of incorrect choices which declined with the increasing length of
the error. The same results were gained with split and joined word errors.
The probabilistic approach functioned well on good quality documents
because they contained more errors with a small number of character
errors. Accuracy declined rapidly with decreasing document quality be-
cause of the increased number of split and joined words errors as well
errors with increased number of incorrect characters. The probabilistic
approach was tested on a documents which were earmarked for manual
processing only and for a large number of errors there were no suggested
replacements.

The rule based pre-processors corrected a larger proportion of errors
than the probabilistic technique because error frequency followed a Zipf
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distribution, consequently common errors constituted a very large pro-
portion of the total error count.

This approach reduced the number of documents that needed to be
processed from 9 million to 2.2 million. Approximately 5 million docu-
ments were processed by probabilistic methods and 1.8 million were re-
jected as too poor to process. This allowed the reduction of time required
to transfer the remaining documents to electronic storage from 9 years to
2 years. It had taken the previous three years to process three million doc-
uments manually. If the project had been approached in this manner from
the beginning it is estimated that the total project length would have been
less than 3 years, which was the original project estimate. The project
was two years late.

5 CONCLUSION

Transferring large numbers of less than pristine documents to a digital
library / storage with a high degree of accuracy is a time consuming
process. Manual correction / re-keying is only feasible if there are suffi-
ciently large numbers of staff or the document count is reasonably small.
Probabilistic methods work well on pristine documents with errors which
have a low number of character errors, but their performance declines
dramatically as media quality drops. Rule based methods are more ro-
bust as quality declines. Error frequency follows a Zipf distribution, con-
sequently correcting common errors will have disproportionate effect on
document quality. Portuguese has it's own unique challenges with accents
and the "ce de cedilha (¢)" which OCR software frequently misinterprets.

Companies which attempt to transfer large numbers of documents to
electronic storage via OCR software with the text requiring certain degree
of accuracy should consider automatic methods of correcting text. The re-
duction of the time required for manual processing equates to a saving in
costs which will pay a programmers time in constructing the text correct
algorithms. Automatic text correction should be considered from the be-
ginning of the project, not when the project is in obvious trouble. The
economic case of automatic text correction methods increases with the
size of the document collection.
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