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Abstract. This work deals with the design of a synthesis system to
provide an audio database for Raramuri or Tarahumara, a Yuto-Nahua
language spoken in Northern Mexico. In order to achieve the most natural
speech possible, the synthesis system is proposed which uses a unit se-
lection approach based on function words, suffix sequences (derivational
and inflectional morphemes) and diphones of the language. In essence,
the unknown suffix units were extracted from a corpus and recorded,
along diphones and function words, in order to build the audio database
that provides data for Text-to-Speech synthesis.

1 Introduction

The ultimate objective of Text-to-Speech (TTS) synthesis systems is to cre-
ate applications which listeners, and users in general, cannot easily determine
whether the speech he or she is hearing comes from a human or a synthesizer.

Synthesized speech can be produced by concatenating recorded units (wave-
forms) selected from a large, single-speaker speech database. The primary mo-
tivation for using a database with a large number of units that covers wider
prosodic and spectral characteristics, gives us the great benefit to produce a
synthesized speech that sounds more natural than those produced by systems
that use a small set of controlled units (e.g. diphones) [1]. There is a paradigm
for achieving high-quality synthesis that uses a large corpus of recorded speech
units; it is called unit-selection synthesis. Unit selection is a method in which
we can concatenate waveforms from different linguistic structures such as sen-
tences, words, syllables, triphones, diphones and phones. Due to the increas-
ing computer’s storage capacity, we are able to create a corpus of prerecorded
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units. Furthermore, there are efficient searching techniques that allow a real-time
searching into huge databases looking for sequences of units in order to build up
the synthesized utterance.

The objective of unit selection systems is to search an audio database in
order to find the optimal sequence that makes up a target utterance. The unit
selection is based on minimal acoustic distortions (cost) between selected units
and the target spectrum [2]. As Zhao establishes [3], “the cost function measures
the distortion of the synthesized utterance; this is a summation of two sub-
cost functions: a target cost, which describes the difference between the target
segment and the candidate segment, and a concatenation cost, which reflects the
smoothness of the concatenation between selected segments.”

We are motivated to work with the Raramuri language group, which is con-
stituted by a cluster of five of variants, because it is one of the relatively least
endangered groups. It is worth noting that 364 variants, belonging to 68 lan-
guage groups and 11 linguistic families, have been recognized rather recently as
official4 proper languages of Mexico; a true linguistic continent. Certainly, such
linguistic wealth deserves to be studied in order to develop technologies that so
far have been considered necessary only for the dominant languages of the world.
And Raramuri seems a good place to start with. Regarding its relatively unen-
dangered status, although government statistics are subject to question, in 1970
more than 25 thousand Raramuri speakers were counted, whereas today around
75 thousand speakers are estimated. Also, the phonological resemblance between
Raramuri and Spanish and the restricted syllable structure of the former (CV)
are additional motivations for our team to work with Raramuri; especially this
last point has a positive impact on our TTS approach. The main challenge is
that the language is not sufficiently known in order to be able to find somewhere
in the bibliography enough data about the units to be used in the system we
propose. This should illustrate the importance of conducting basic linguistic re-
search in order to develop language technologies, since it is no secret that most
world languages are not sufficiently documented.

2 Synthesizer

TTS is defined as “the production of speech by machines, by way of the auto-
matic phonetization of the sentences to utter” [4]. The two characteristics used
to describe the quality of a speech synthesis system are naturalness and intelligi-
bility. The most common methods for speech synthesis are: articulatory, formant,
and concatenative synthesis. Nowadays, the last two are the most used methods
[5]. The formant synthesis have produced the most natural voice. However these
systems provide excellent quality for some phrases and robotic voice for others
[6, 7]. Our experience is that concatenative methods are more consistent than
the formant or sub-phoneme ones.
4 Instituto Nacional de Lenguas Ind́ıgenas, Catálogo de las lenguas ind́ıgenas na-

cionales: Variantes lingǘısticas de México con sus autodenominaciones y referencias
geoestad́ısticas, Mexico, http://www.inali.gob.mx/catalogo2007/.
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In concatenative systems, segments of prerecorded speech are chained to-
gether to form words, phrases and so on. These methods provide not much
naturalness to the output speech, and it also results in audible glitches. How-
ever several methods based on overlapping adds have been applied to provide
naturalness [8]. Also, it is usual to smooth the output waveform at the point of
concatenation in order to gain naturalness. Three main sub-methods are used,
based on the type of unit:

– unit-selection
– diphones
– domain-specific synthesis

Regarding concatenative synthesis, domain-specific synthesis requires a cor-
pus of prerecorded words and phrases. It works well for systems with a very lim-
ited vocabulary (e.g. talking clocks). Also, a diphone is a segment that contains
the stable parts of two adjacent phones; according to the specific phonotactics
of the target language, the number of potential diphones for a given language is
the square of its phones. Some must be discarded because they are incompati-
ble with the phonotactics of the language. The exclusive use of diphones results
in relatively small speech database, but the lack of clarity with the resulting
speech is a disadvantage. Unit-selection requires a larger database; its corpus
typically includes diphones, syllables, words, phrases and sentences. The syn-
thesizer determines in real-time the best units from the database for the output
utterance.

One of the major problems with all concatenative systems is how to deal
with the boundaries between segments. It is clear that minimizing the number
of occurrences of boundaries is likely to improve the quality of speech; reducing
the number of boundaries involves, of course, using longer units. The point is:
the longer the unit, the greater the number and detail of boundaries within them
[9].

In theory, at the phone level there has to be an entry for every possible
combination of phones and of phones and silence. But there are a number of
combinations that do not exist in Raramuri and can be excluded. The original
speech recording needs to be as monotonous as possible to reduce discontinuities
between different segments and to reduce as much as possible any need for
signal processing. This database must be stored in uncompressed PCM format
to reduce compression-induced degradation of the signal. Once we have a stream
of diphones the last step is to join them into a complete utterance.

The quality of concatenative synthesizers highly depends on the quality of
the recorded speech units. Because of the speech sounds range from x to y,
the speech corpus will be recorded in WAV format, under a sampling rate of
22,050 kHz with a 16-bit resolution. The recording sessions will be made in a
professional studio. However, the recordings will be reduced later to a band of 4
kHz.

There are different types of units to be recorded. As mentioned above, we
aim at function words, affix sequences and diphones. These segments were ob-
tained from recorded utterances, preserving their suprasegmental features. In
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our system, we use the three units forming a concatenative combinational sys-
tem. These systems have better performance [9]; and the software designed to
decide what unit will be used, and to query the increased database, does not
pose a great challenge.

Another reason to use diphones as our basic units is that they model the
joints well most of the time. Despite the price of storing a large number of
permutations of units, this choice is much more convenient than using syllables
because they would need a considerably larger number of permutations.

At first sight, it might be suggested that “the longer the unit length, the less
troublesome will be any errors because larger ‘amounts’ of semantic content will
be captured by each unit. If this is the case then errors in conjoining small units
like phones will be the most critical for perception. This is precisely the reason
why some researchers prefer diphones as the small units rather than phones —the
very structure of the model is designed to minimize listener awareness of error,
and errors are most likely to occur at coarticulated joins between segments.” [9].

The idea of using larger units is simple, since coarticulation problems happen
between individual units, for example between phones; The larger the unit, the
greater the number of joints that will not require postprocessing. Therefore,
whole function words and suffix sequences will be selected for recording, taking
the most frequent sequences of function words found in the corpus.

Here, we give a brief description of the units involved in the system, ordered
hierarchically from the lexical level to the phonetic one:

Function Words. Words are syntactic units; in this case, words are obtained
from phrases. As it would be expected of any language in general, function
words are the most frequent ones in the Raramuri corpus. The least frequent
ones are normally content words which may be constructed by means of
diphone concatenations.

Affix Sequences. Raramuri exhibits a small set of inflectional suffixes which
tends to follow an interesting set of derivational suffixes.

Diphones. Diphones are defined as a stretch from the least varying (most stable
or steady-state) part of a phone to a similar point in the next phone. The
idea of introducing diphones was to capture the transition between phones
within the acoustic model in order to reduce mismatches between phones.

Units which stand higher in this hierarchy already have internal boundaries
modelled correctly by definition. That is, when they are used for concatenation,
their suprasegmental features are implied.

The task of labeling consists of analyzing waveforms and spectrograms as
well as making annotations to the waveforms of the recorded speech in order to
extract information about the recorded units. In general, unit selection systems
require phonetic labeling to identify limits between segments (phrases, words,
diphones). It is also necessary to apply prosodic labels to give us information
about tone and stress. Phrasal labels identify limits of each phrase recorded in the
corpus. Word labels consist in time markers at the beginning and end of words.
Tone labels are symbolic representations of the melody of the utterance. This
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job is usually done by automatic speech labeling tools because of the database’s
size. For phonetic labeling, speech recognizers are used in forced alignment mode,
where the recognizer finds the boundaries between segments. Automatic prosodic
labeling tools work from a set of linguistically motivated acoustic features (e.g.,
normalized durations, maximum/average pitch ratios) plus some binary features
looked up in the lexicon (e.g., word-final vs. word-initial stress) [10]. Unfortu-
nately we don’t have this kind of tools and the development of them would
requiere more time to mark up text; because of this, we marked up the recorded
units manually.

3 Identifying Units for Raramuri

Raramuri or Ralamuli, also known as Tarahumara, is a Yuto-Nahua or Uto-
Aztecan language spoken in northern Mexico. It is more an agglutinative lan-
guage than a fusional one. Word formation is mainly accomplished by means
of suffixation. As could be expected, stems are followed by derivational suffixes,
and these by inflectional ones. Also, its syllable structure is mainly CV, although
syllable V is possible. Since unit-selection synthesis presupposes the units of the
language that must be recorded in order to compile the database that will be
used to build up the synthesized utterance, these facts are relevant in order to
pick the appropriate units for the synthesizer. Hence, given the predominant

Table 1. Possible CV Syllables of Raramuri

CV a e i o u a’ e’ i’ o’ u’

m ma me mi mo mu ma’ me mi’ mo’ mu’
n na ne ni no un na’ ne’ ni’ no’ un’
k ka ke ki ko ku ka’ ke’ ki’ ko’ ku’
p pa pe pi po pu pa’ pe’ pi’ po’ pu’
t ta te ti to tu ta’ te’ ti’ to’ tu’
c ca ce ci co cu ca’ ce’ ci’ co’ cu’
g ga ge gi go gu ga’ ge’ gi’ go’ gu’
b ba be bi bo bu ba be’ bi’ bo’ bu’
r ra re ri ro ru ra’ re’ ri’ ro’ ru’
h ha he hi ho hu ha’ he’ hi’ ho’ hu’
w wa we wi wo wu wa’ we’ wi’ wo’ wu
y ya ye yi yo yu ya’ ye’ yi’ yo’ yu’
s sa se si so su sa’ se’ si’ so’ su’

l (R) la le li lo lu la’ le’ li’ lo’ lu’
La Le li Lo Lu La’ Le’ li’ Lo’ Lu’

syllable structure, it makes sense to pick diphones as the basic units. Table 1
shows the possible CV diphones according to the phonotactics of the language.
Additionally, there are 50 VV diphones (two syllables) possible in the language.
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Another obviously important kind of unit consists of the most frequent graph-
ical words, which normally correspond to function words: pronouns, determiners,
pospositions (instead of prepositions), conjunctions, prominent adverbs, frequent
nouns and adjectives (numbers, colors and kinship words). Some of the 98 of
these items appear in Table 2.

By including function words in the database, a synthesizer can be developed
with relative fewer distortions than one using merely diphones. Thus, these latter
would be used to build non function words, i.e. content words. Content words
in Raramuri, as mentioned above, exhibit suffix sequences of derivational and
inflectional material. Since these sequences are to be expected in any Raramuri
discourse,5 it makes sense to include them as a third type of unit for the synthe-
sizer. However, the language is not sufficiently studied and these sequences are
not really known. Fortunately, diverse unsupervised methods for the discovery
of morphemes exist that con be applied to a corpus in order to determine these
suffix sequences.

Table 2. A few of the 98 function words of Raramuri

pronouns determiners pospositions adverbs

nihé ećı yuwa chabé
muhé mı́ hiti sinib́ı
ećı ná jonsa gará

tamuhé okua arigá
tumuhé pacháami wabé
yémi mobá wikabé

Once the units were identified, a native speaker recorded each one in a natural
context. The resulting waveform was labelled and segmented in order to compile
the database that is used for TTS synthesis.

3.1 Segmentation Methods

Many techniques for morphological segmentation exist.6 Some interesting ones
are minimal distance methods [14], bigram statistics [15], minimization of affix
5 In essence, lexical items —specifically the root morphemes within them— are the

carriers of discourse. They convey content information in action. Also, some mor-
phological items, specifically modifiers, clitics and affixes, which are derivational and
inflectional, carry the grammatical information that structures discourse. Hence, one
might argue that the essence of language as a communication system —which is em-
bodied in its repeatable patterns— resides in its structure or in the items which
structure discourse, like affixes. Therefore, sequences of these can be taken as a
promising unit for a synthesizer, while the roots of the words in which they appear
can be build by means of diphones.

6 There are several prominent approaches to word segmentation. The earliest one is
due to Zellig Harris, who first examined corpus evidence for the automatic discovery
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sets [16] and Bayesian statistics [17]. For the purposes of identifying from a corpus
a set of suffix sequences of Raramuri, any of these methods can be applied. We
used an economy-entropy based method which we have previously applied to
Spanish [18]; Chuj (Mayan) [19], Czech [20] and Raramuri [21].

The approach proposed in this paper grades word substrings according to
their likelihood of representing an affix or a valid sequence of affixes. The result-
ing candidates are gathered in a table for later evaluation by experts. In essence,
two quantitative measurements are obtained for every possible segmentation of
every word found in a corpus: Shannon’s entropy [22] and a measure of sign
economy [13] (which will be dealt with below). In short, the highest averaged
values of these two measurements are good criteria to include word fragments as
items in the table which will be called affix catalog, i.e. a list of affix candidates
and their entropy and economy normalized measurements, ordered from most to
least affixal.

Information Content High entropy measurements have been reported repeat-
edly as successful indicators of borders between bases and affixes [18, 19, 23–25,
20]. These measurements are relevant because shifts of amounts of information
can be expected to correspond to the amounts of information that a reader
or hearer is bound to obtain from a text or spoken discourse. Frequent word
fragments contain less information than those occurring rarely. Hence, affixes
must accompany those segments of a text which contain the highest amounts of
information.

Information content of a set of word fragments is typically measured by
applying Shannon’s method.7 In order to identify affix sequences, the task is
to measure the entropy of the word fragments which occur concatenated to a
suffix candidate: where there is an actual morphological border, the content
of information of stems with respect to their accompanying suffix sequences
exhibits a peak of entropy. Specifically, looking for peaks of information means
taking each right-hand substring of each word of the sample, determining the
probabilities of everything that precedes it, and applying to these Shannon’s
formula to obtain the entropy measurements to be compared.

Economy Principle The other important measure used to identify Raramuri
suffix sequences is based on the principle of economy of signs. In essence, we

of morpheme boundaries for various languages, [11]. His approach was based on
counting phonemes preceding and following a possible morphological boundary: the
more variety of phonemes, the more likely a true morphological border occurs within
a word. Later, Nikolaj Andreev designed in the sixties the first automatic method
based on character string frequencies which applied to various languages. His work
was oriented towards the discovery of whole inflectional paradigms and applied to
Russian and several other languages, [12]; and that of [13] in the seventies for French
and Spanish.

7 Recall the formula H = −∑n

i=1
pi log2 pi, where pi stands for the relative frequency

of word fragment i [22].
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can expect certain signs to be more economical than others because they relate
to other signs in an economical way. Specifically, affixes combine with bases
to produce a number (virtually infinite) of lexical signs. Although affixes do
not combine with any base, certain ones combine with many bases, others with
only a few. Nevertheless, it makes sense to expect more economy where more
combinatory possibilities exist. This refers to the syntagmatic dimension. The
paradigmatic dimension can also be considered: as they attach to bases, affixes
appear in complementary distribution in a corpus with respect to other affixes
(i.e. they alternate in that position). If there is a relatively small set of alternating
signs which adhere to a large set of unfrequent signs the relations between the
former and the latter must be considered even more economical.

The economy of segmentations can be measured by comparing the following
sets of word fragments from each word of the corpus. Given a suffix candidate,
there are two groups of word fragments:

1. companions — strings beginning graphical words which are followed by the
given suffix sequence candidate (syntagmatic relation).

2. alternants — strings ending graphical word which occur in complementary
distribution with the suffix sequence candidate.

Formally, let Ai,j be the set of companions occurring, according to a corpus,
along with word segment bi,j . Let Ap

i,j be the subset of Ai,j consisting of the
word beginnings which are quantitative prefixes of the language in question. Let
Bs

i,j be the set of word endings which are, also according to the corpus, suffixes
of the language and occur in complementary distribution (alternants) with the
word fragment bi,j . One way to estimate the economy of a segmentation is:

ks
i,j =

|Ai,j | − |Ap
i,j |

|Bs
i,j |

(1)

In this way, when an right-hand word fragment is given, a very large number
of companions and a relatively small number of alternants yield a high economy
value. Meanwhile, a small number of companions and a large one of alternants
indicate a low economy measurement. In the latter case, the word fragment in
question is not very likely to represent exactly an affix, nor a sequence of them.

3.2 Building a Catalog of Raramuri Suffixes

The process to identify suffix sequences basically takes the words of the word
sample and determines the best segmentation for each one using to the two
measurements discussed above. Each best segmentation represents a hypothesis
postulating a base and a suffix sequence. Thus, the presumed suffix sequence
(and the values associated with it) are fed into a structure called Catalog.

The methods described above complement each other in order to identify
Raramuri suffix sequences. Specifically, the values obtained for a given word
fragment are normalized and averaged. That is, we estimated the suffixality of
each sequence by means of the arithmetic average of the relative values of entropy
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and economy: ( hi

max h + ki

max k )∗ 1
2 , where hi stands for the entropy value associated

to suffix candidate i; ki represents the economy measurement associated to the
same candidate; and maxh returns the maximum quantity of h calculated for
all suffixes (same idea for max k).

As mentioned above, Raramuri is more an agglutinative language than a
fusional one and word formation is mainly accomplished by means of suffixation.
As could be expected, stems are followed by derivational suffixes, and these by
inflectional ones. Since stems can be the result of other morphological processes,
there might be morphemes to be discovered towards the beginning of words, but
they are not necessarily affixal [21].

The corpus8 corresponds to the Raramuri’s variant from San Luis Majimachi,
Bocoyna, Chihuahua. For today’s corpora standards, this sample is a very small
one, consisting of no more than 3,584 word-tokens and 934 word-types. Even
though we cannot assume this sample’s representativity of this variant, we pro-
ceeded to apply the method because it is robust for small corpora. Table 3 shows
partial results of procedure.

Table 3. The 20 Most Affixal Raramuri Suffix Sequences

rank suffix frec. squares economy entropy affixality

1. ∼ma 35 1.00000 1.00000 0.88030 0.98050
2. ∼re 77 0.79960 0.81100 0.86060 0.82370
3. ∼sa 33 0.63640 0.93060 0.75590 0.77430
4. ∼ra 62 0.66130 0.64610 0.85080 0.71940
5. ∼si 28 0.75000 0.52570 0.83450 0.70340
6. ∼na 25 0.41140 0.72240 0.79840 0.64410
7. ∼go 4 0.21430 0.90650 0.64930 0.59000
8. ∼é 49 0.16620 0.43580 1.00000 0.53400
9. ∼ame 51 0.25210 0.30640 0.85910 0.47250
10. ∼gá 18 0.40480 0.37810 0.61360 0.46550
11. ∼ka 19 0.25560 0.28060 0.84130 0.45920
12. ∼á 67 0.13860 0.31330 0.91950 0.45710
13. ∼ré 11 0.16880 0.41020 0.73430 0.43780
14. ∼ga 50 0.18290 0.28340 0.80650 0.42430
15. ∼a 281 0.10520 0.18960 0.97250 0.42250
16. ∼ba 8 0.21430 0.30220 0.74000 0.41880
17. ∼ayá 8 0.21430 0.44320 0.57570 0.41110
18. ∼ı́ 42 0.10200 0.26480 0.80540 0.39070
19. ∼či 39 0.10260 0.27510 0.74000 0.37260
20. ∼e 164 0.15240 0.29100 0.64290 0.36210

8 Mainly texts collected by Patricio Parra.
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Although Raramuri has only a few inflectional forms, the larger catalog ex-
hibits more items containing inflectional material than were expected.9 In fact, if
inflectional suffixes are to be considered somehow more affixal than derivational
ones, it should not be surprising to find the four most prominent Raramuri in-
flection affixes appear at the top of the table: ∼ma, ∼re, ∼sa, and ∼si, which
mark tense, aspect and mode.

Using her own field work experience and taking into account the work of
other experts, Alvarado determined the 35 most prominent nominal and verbal
derivational suffixes for this language. 25 of these occurred within the first 100
catalog entries (a recall measure of 71% within this limit). The other entries
are chains of suffixes (including sequences of derivational and inflectional items)
and residual forms.10 The 10 derivational suffixes which did not appear in the
catalog are essentially verbal derivational forms, or modifiers of transitivity or
some semantic characteristic of verbal forms. This might mean that the small
sample used is more representative of nominal structures, rather than of verbal
ones. These missing suffixes were added to the set of units to be processed for
the synthesizer. Nevertheless, it is worth stressing that a significant part of the
known Raramuri derivational system —essentially the nominal subsystem— was
retrieved from a very small set of texts, which hardly constitutes a corpus of this
language.

4 Stages of Text Processing for Unit Selection Synthesis

In general, the stages of text processing —which, as mentioned above, were
achieved for the target language— are:

Transcription. It consists of a phonetic representation of the input text to be
synthesized, keeping all punctuation and stress marks to preserve intonation
clues; a new text (transcribed) will be created. It includes conversion of dates
and numbers to a phonologic level.

Diphones division. The transcribed file is analyzed in order to extract its
diphones, an output file is created with a list of them, organized from the
most to least used. This program is sensitive to detect diphones according to
their prosody and intonation. The extraction must be capable to identify the
stressed syllable in each word according to the stress rules of the language
(and assigns a stress mark to its related diaphone). It also takes into account
which punctuation is adjacent to the last diphone to identify its intonation.

9 This is certainly due to the fact that input texts are constituted by linguistic acts in
the pragmatic act of narrating a story. Words appear therefore inflected. Obviously,
using dictionary entries without inflection (lemma sets), rather than text in context,
would be a much better way to obtain derivational items.

10 The examination of residual items was especially difficult. Questions about lexical-
ized affixes (possibly fossilized items) and about the relationship between syllable
structure and affix status emerged. These matters remain to be revised by Rara-
muri experts. Meanwhile, for evaluation purposes, entries with unexpected syllabic
structure were not counted as acceptable suffixes nor valid sequences of them.
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Most frequent words and affix sequences searching. The corpus used is
the valuable source to consult the most common words in this language.
Besides the diphones, the program must also be capable to identify these
words.

Preliminaries of the recording session. Materials extracted from the cor-
pus are compiled and arranged in contexts that the speaker could read in
the recording session.

5 Processing

This module will be able to choose the set of units of the speech corpus, that
better adjusts to a series of characteristics. The selection will be made so that it
diminishes the total cost, sum of the unit costs and costs of concatenation be-
tween units. Equation 3 describes the difference between the target segment (ui)
and the candidate segment (ti). Using equation 3 we get the concatenation cost,
which reflects the smoothness of the concatenation between selected segments
(ui−1, ui).

This module will be the one in charge to concatenate the different units that
have been chosen by means of the selection algorithm. Consequently, it will be
necessary to implement another module that obtains the phonetic marks of each
file of wave from the corresponding curve. Computacional load will be reduced
as posible for the developed programs. A strategy for the organization of the
data base of units will be followed that allows to accelerate the searches.

Ct(ti, ui) =
p∑

j=1

wt
jC

u
j (ti, ui) (2)

Cc(ui−1ui, ) =
q∑

j=1

wc
jC

c
j (ui−1, ui) (3)

Through the direct concatenation of units, we expect to get a good quality
of synthesized speech because of the use of a large database and the definition of
prosodic targets. Nevertheless, in order to increase synthesized speech quality,
i.e. to make that the transitions between units are not perceivable, it will be
necessary to make a processing on the result by means of algorithm TD-PSOLA.

This algorithm is used since it can be applied directly to the audio signal
without the need for parametric extraction as is the case with LPC and other
common algorithms used. For this algorithm to work we need to add a pitch-
mark extraction phase to the database creation. This step is done offline so it
carries no speed penalties during run-time.

For pitch-mark extraction we have used a dynamic programming based algo-
rithm presented by Vladimir Goncharoff and Patrick Gries [26]. This algorithm
was found to be very straightforward and highly reliable and gave out practically
no extraction errors. An added bonus is that source code for the algorithm is
distributed freely.
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During run-time the speech signal is first divided into overlapping Hanning
windowed pichmark-centered segments. The lengths of these windows must be
larger than a pitch period and proportional to the pitch period. To achieve pitch
modification these segments are aligned to the new position of the pitchmarks
and the segments are then added together. A normalization values is also cal-
culated from the Hanning window to eliminate energy modifications due to the
overlapping [8].

It may also be necessary to duplicate or eliminate segments to maintain the
duration of the signal at different pitchs or to accommodate time modification
of the signal simultaneously to pitch modifications. To minimize discontinuities
in the concatenation points we use this algorithm to modify the pitch of each
segment, so as to make the pitch of both segments equal. The segments are then
cropped so that their beginning and end correspond to a pitch mark and their
magnitude is equalized [8].

Although this process is unable to eliminate all discontinuities these are
greatly minimized, but at the cost of very little distortion compared to other
OLA based systems with heavier processing and the processor load is also smaller
to achieve acceptable speed in slower equipment

6 Closing Remarks

In this paper we have presented a method to develop a TTS synthesizer based
on unit-selection for just about any language whose words are structured as a
stem and a sequence of affixes, either derivational, inflectional or both. In this
manner, building the utterances becomes a matter of selecting chains of function
words, diaphones (to build stems) and suffix sequences to complete content words
appearing in their contexts.

We expect this strategy to result in more natural speech than what could
be expected using diphones alone. However, disadvantages remain in clearness,
especially when comparing this simple system to top international systems. Nev-
ertheless, this synthesizer uses a smaller amount of memory in comparison to
those systems, which are tailored for some widely and very well known language
like English or German.

Certainly, the system proposed can be improved in several ways, but the
method can be readily applied to new languages in order to obtain relatively
good synthesizers for them. Meanwhile, we are working to improve the clearness
without naturalness degradation.
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