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Abstract. Most phenomena in natural languages are distributed in ac-
cordance with Zipf’s law, so many words, phrases and other items occur
rarely and we need very large corpora to provide evidence about them.
Previous work shows that it is possible to create very large (multi-billion
word) corpora from the web. The usability of such corpora is often lim-
ited by duplicate contents and a lack of efficient query tools.
This paper describes BiWeC, a Big Web Corpus of English texts currently
comprising 5.5b words fully processed, and with a target size of 20b. We
present a method for detecting near-duplicate text documents in multi-
billion-word text collections and describe how one corpus query tool, the
Sketch Engine, has been re-engineered to efficiently encode, process and
query such corpora on low-cost hardware.

1 Introduction

There’s no data like more data, and one place to get more data almost without
limit (for general English and some other languages and varieties) is the web.
One way to use the web is to create a local corpus by downloading web pages:
in [1] we argue that it is the optimal way to use the web for linguistic research. A
number of corpora have been built in this way: Baroni and colleagues developed
web corpora with nearly 2 billion words for German, Italian and English [2, 3]
and have made them available for research as tar archives. Liu at al. [4] describe
the creation of a 10 billion word corpus. In this paper we introduce BiWeC, a
Big Web Corpus currently of 5.5b words, with a target size of 20b.

Very large corpora can be created on low cost hardware in a few person-
months. Most of the steps have linear complexity and scale up well. The two
outstanding issues we focus on in this paper are:

1. removing duplicate content
2. efficient querying.

The article is organized as follows. In section two our motivation for creating
larger corpora is discussed and the advantages of using more data for various
tasks is explained. Section three describes the process of creating BiWeC, with
a focus on removing duplicate and near-duplicate documents. Section four deals
with corpus processing and querying using the Sketch Engine corpus manager.
Then we present some figures about BiWeC and outline future plans.
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Abstract. We present an approach towards the automatic detection of
names of proteins, genes, species, etc. in biomedical literature and their
grounding to widely accepted identifiers. The annotation is based on a
large term list that contains the common expression of the terms, a nor-
malization step that matches the terms with their actual representation
in the texts, and a disambiguation step that resolves the ambiguity of
matched terms. We describe various characteristics of the terms found
in existing term resources and of the terms that are used in biomedical
texts. We evaluate our results against a corpus of manually annotated
protein mentions and achieve a precision of 57% and recall of 72%.

1 Introduction

The complexity of biological organisms and the success of biological research
in describing them, have resulted in a large body of biological entities (genes,
proteins, species, etc.) to be indexed, named and analyzed. Probably the most
important entities are proteins. They are an essential part of an organism and
participate in every process within cells. Most proteins function in collaboration
with other proteins, and one of the research goals in molecular biology is to
identify which proteins interact.

While the number of different proteins is large, the amount of their possible
interactions and combinations is even larger. In order to record such interactions
and represent them in a structured way, human curators who work for knowledge
base projects, e.g. Molecular INTeraction database (MINT)1, Human Protein
Reference Database (HPRD)2, IntAct3 (see [4] for a detailed overview), carefully
analyze published biomedical articles. As the body of articles is growing rapidly,
there is a need for effective automatic tools to help curators in their work. Such
tools must be able to detect mentions of biological entities in the text and tag
them with identifiers that have been assigned by existing knowledge bases. As
the names that are used to reference the proteins can be very ambiguous, there
is a need for an effective ambiguity resolution.
1 http://mint.bio.uniroma2.it
2 http://www.hprd.org/
3 http://www.ebi.ac.uk/intact
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Abstract. The purpose of the study is to prove that results of automatic word 
clustering (AWC) may contribute much in investigating semantic structure of 
texts and in evaluating plot complexity. Experiments were carried out for 
Russian texts, mainly stories and short novels. Data obtained in course of study 
allowed to formulate and verify several linguistic hypotheses. 

Keywords: Automatic Word Clustering, Russian Corpora, Semantic Structure 
of Texts 

1   Introduction 

Formalization of text structure and quantitative evaluation of semantic relations 
between text units prove to be of considerable importance in various fields of natural 
language understanding: modelling plot structure, text summarization, evaluation of 
translation adequacy in parallel texts, automatic text indexing, classification of texts 
in corpora, etc. (for a detailed analysis cf. [1], [2]). 

One of the procedures providing linguistic data on semantic structure of texts is 
automatic word clustering (AWC). It is assumed that AWC results help to reveal 
semantic structure of texts and to determine plot complexity. To prove this 
assumption, AWC procedure was carried out with the help of a specialized AWC 
toolkit based on word space model. Experimental procedure implied processing 
Russian texts, mainly stories and short novels. A set of key words describing major 
topics of the plot was assigned to each text, clusters of words with similar 
distributions were created for each key word. Data extracted from texts through AWC 
procedure admit thorough linguistic interpretation. Further comparison of cluster 
content and structure allowed to distinguish texts characterized by a plot including a 
dominating topic with a number of subtopics and texts characterized by a plot 
including a set of major (independent or correlating) topics. 
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Abstract. In this paper, we describe a method that automatically generates lexico-syntactic patterns 

which are then used to extract semantic relations between named entities. The method uses a small set 
of seeds, i.e. named entities that are a priori known to be in relation. This information can easily be 
extracted from encyclopedias or existing databases. From very large corpora we extract sentences that 
contain combinations of these attested entities. These sentences are then used in order to automatically 
generate, using a syntactic parser, lexico-syntactic patterns that links these entities. These patterns are 
then re-applied on texts in order to extract relations between new entities of the same type. 
Furthermore, the patterns that are extracted not only provide a way to spot new entities relations but 
also build a valuable paraphrase resource. An evaluation on the relation holding between an event, the 

place of the event occurrence and the date of the event occurrence has been carried out on French 
corpus and shows good results. We believe that this kind of methodology can be applied for other kinds 
of relation between named entities. 

1 Introduction 

In this paper we describe a system that extracts accurately semantic relations between named entities 
from raw text. Taking as input a small set of already known relations that can be extracted from 
encyclopedias or from databases, our system first learn from a large corpus a wide range of lexico-syntactic 
patterns conveying the desired semantic relation. These learned patterns are then further applied on texts, 
and as a result, new occurrences of the given semantic relations linking new entities are detected.  As all the 
patterns extracted represent a comparable semantic situation, they can be considered as paraphrase patterns. 
These patterns can then be used both in generation and for information extraction tasks. 

2 Related Work 

Many research works on extraction of relation between entities have already been performed since this 
kind of information is useful for a wide range of applications of information extraction. For instance [8] 
describe an algorithm to extract relations between named entities and the resulting improvement of a 
question answering system. Semantic relation detection between named entities has also been investigated 
in the context of the semantic web (try to obtain a rich and accurate metadata annotation from web content) 
as for instance in [6]. In the biomedical domain, [7] and [14] present methods to automatically extract 
interaction relations between genes and/or protein using machine learning techniques.  

 
Some of these approaches rely on pattern matching exploiting simple syntactic relations as the Subject-

Verb-Object relation. Sometimes, additional ontological knowledge is also exploited.  These approaches 
take advantage of the fact that a certain syntactic configuration can be mapped onto a semantic relation. 
This is particularly well described in [12] where a shallow parser and a deeper parser are used to extract 
SVO relations between triples. In [7] and [14], a previous dependency analysis is performed to derive 
necessary information for learning algorithms. 
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Abstract. The suitability of the algorithms for recognition and classification of 
entities (NERC) is evaluated through competitions such as MUC, CONLL or 
ACE. In general, these competitions are limited to the recognition of predefined 
entity types in certain languages. In addition, the evaluation of free applications 
and commercial systems that do not attend the competitions has been lightly 
studied. Shallowly studied have also been the causes of erroneous results. In 
this study a set of NERC tools are assessed. The assessment of the tools has 
consisted of: 1) the elaboration of a test corpus with typical and marginal types 
of entities; 2) the elaboration of a brief technical specification for the tools 
evaluated; 3) the assessment of the quality of the tools for the developed corpus 
by means of precision-recall ratios; 4) the analysis of the most frequent errors. 
The sufficiency of the technical characteristics of the tools and their evaluation 
ratios, presents an objective perspective of the quality and the effectiveness of 
the recognition and classification techniques of each tool. Thus, the study 
complements the information provided by other competitions and aids the 
choice or the design of more suitable NER tools for a specific project.  

Keywords: Named entity extraction, named entity recognition and 
classification, information extraction, named entity extraction tools. 

Introduction 

There is currently a wide variety of named entities (NE) recognition systems. 
Competitive events are organized for the evaluation of NERC systems, in which the 
ability of identification and classification of the entities existing in a corpus is 
analyzed. Nevertheless, the competitions normally establish certain limitations such 
as:  

− They focus on a limited group of NE types. This feature is quite variable due to 
the ambiguity in the use of the term Named Entity depending on the different 
forums or events. In the case of the MUC conferences, NEs were considered 
personal names, organizations, locations and at a later stage, temporal entities 
and measurements [1]. On the other hand, the CONLL-2002/2003 conferences 
defined the categories person, organism, localization and miscellaneous [2, 3]. 
The latter (miscellaneous), includes proper names of different nature with 
different categories:  gentilics, project names, team names, etc. Finally, the ACE 
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Abstract. In this paper we address the problem of building the necessary tools 
and resources for performing Brazilian Portuguese text simplification. We 
describe our efforts on the design and development of: (a) a XCES-based 
annotation schema, (b) an annotation edition tool, and (c) a portal to access 
parallel corpora of original-simplified texts. These contributions were intended 
to (i) allow the creation and public release of a corpus of original and simplified 
texts with two different versions of simplification (called here natural and 
strong), targeting two levels of functional illiteracy and (ii) register 
simplification decisions during the creation of such corpus. We also provide an 
analysis of the first corpus created using the resources presented here: 104 
newspaper texts and their simplified versions, produced by an expert in text 
simplification.  

Keywords: Text Simplification, Brazilian Portuguese, annotation standards, 
annotation edition tool. 

1   Introduction 

In Brazil, “letramento” (literacy) is the term used to designate people's ability to use 
written language to obtain and record information, express themselves, plan and learn 
continuously [1]. In Brazil, according to the index used to measure the literacy level 
of the population (INAF - National Indicator of Functional Literacy), a vast number 
of people belong to the so called rudimentary and basic literacy levels. These people 
are able to find explicit information in short texts (rudimentary level) and also process 
slightly longer texts and make simple inferences (basic level). 

The PorSimples project (Simplificação Textual do Português para Inclusão e 
Acessibilidade Digital)1 aims at producing text simplification tools for promoting 
digital inclusion and accessibility for people with such levels of literacy, and possibly 
other kinds of reading disabilities. More specifically, the goal is to help these readers 

                                                           
1 http://caravelas.icmc.usp.br/wiki/index.php/Principal 
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Abstract. In this paper, we present a unique approach to disambiguation Arabic 
using a synchronized rule-based model. This approach helps in highly accurate 
analysis of sentences. The analysis produces a semantic net like structure 
expressed by means of Universal Networking Language (UNL)- a recently 
proposed interlingua. Extremely varied and complex phenomena of Arabic 
language have been addressed.  

Keywords: Arabic Language, Synchronized Model, Disambiguation, UNL  

1. INTRODUCTION 

Compared to French or English, Arabic as an agglutinative and highly inflected 
language shows its proper types of difficulties in morphological disambiguation, since 
a large number of its ambiguities come from both the stemming and the categorization 
of a morpheme while most of ambiguities in French or English are related to the 
categorization of a morpheme only. 
Phrases and sentences in Arabic have a relatively free word. The same grammatical 
relations can have different syntactic structures. Thus, morphological information is 
crucial in providing signs for structural dependencies.  
Arabic sentences are characterized by a strong tendency for agreement between its 
constituents, between verb and noun, noun and objective, in matters of numbers, 
gender, definitiveness, case, person etc. These properties are expressed by a 
comprehensive system of affixation. 
Arabic uses a diverse system of prefixes, suffixes, and pronouns that are attached to 
the words, creating compound forms that further complicate text manipulation. 
Simultaneously, Arabic exhibits a large-scale ambiguity already at the word level, 
which means that there are multiple ways in which a word can be categorized or 
broken down to its constituent morphemes. This is further complicated by the fact that 
most vocalization marks (diacritics) are omitted in Arabic texts. 
However, the morphological analysis of a word-form, and in particular its 
morphological segmentation, cannot be disambiguated without reference to context, 
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Abstract. In this paper we investigate the use of polymorphic categorial
grammars as a model for parsing natural language. We will show that,
despite the undecidability of the general model, a subclass of polymorphic
categorial grammars, which we call linear, is mildly context-sensitive and
we propose a polynomial parsing algorithm for these grammars.

1 Introduction

The simplest model of a categorial grammar is the so called Ajdukiewicz–Bar-
Hillel calculus of [2] and [4]. Syntactic categories are formed from a given set of
atoms as functions a/b and b\a, with b and a categories. The intuitive meaning
of a syntactic category of the form a/b (resp. b\a) is that it looks for an argument
of category b to its right (resp. left) to give a category of type a. The resulting
grammar system is known to be context-free.

Contemporary categorial grammars in the style of Ajdukiewicz–Bar-Hillel
grammars are called combinatory categorial grammars, see [25]. Such systems
adopt other forms of composition rules which enable them to generate non–
context-free languages, see [29; 28]. The other main tradition of categorial gram-
mar, the type-logical grammars of [20; 18], stemming from the work of [15],
adopt special kinds of structural rules, that enable the system to generate non–
context-free languages.

Both approaches increase the generative power of the basic system by adding
special kinds of rules. In this paper, we adopt a different strategy which consists
in keeping the elementary rule component of Ajdukiewicz–Bar-Hillel grammar
and in introducing polymorphic categories, that is syntactic categories that con-
tain variables ranging over categories. The inference process will be driven by
unification, rather than by simple identity of formulas. We will see two kinds
of polymorphic categorial grammars, one that is Turing complete and another,
resulting from a restriction on the first, which is mildly context-sensitive. This
second system, which is obviously the most interesting one for linguistics, has
some important advantages with respect to the aforementioned ones. In respect
to TLG, the polymorphic system we define is polynomial, as we will prove by
providing a parsing algorithm. In respect to CCG (and most known TLG), our
system is not affected by the so called spurious ambiguity problem, that is the
problem of generating multiple, semantically equivalent, derivations.
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Abstract

The automatic classification of sentiment in text is becoming an im-
portant area of research. In this work, we present a linguistic system for
sentence-level valence annotation. Our system uses the formalism of Com-
binatory Categorial Grammar to represent words as functions acting on
their syntactic arguments, which provides a unified way of implementing
various classes of valence shifters. We propose two simple semi-automatic
methods for estimating the valence of individual terms based on the lexi-
cal relations of WordNet. We evaluate the system on the data generated
for the Affective Text task of SemEval 2007 and show that it compares
favourably with the systems participating in the task.

Keywords: sentiment analysis, valence annotation, valence shifters, headlines,
combinatory categorial grammar.

1 Introduction

The number of opinion-rich resources such as discussions, blogs and review
sites has been growing rapidly in recent years. As a result of this, there is a
demand for tools capable of classifying texts not only by the topic but also the
attitude and opinion they convey; giving rise to new areas in Natural Language
Processing called Opinion Mining and Sentiment Analysis.

One of the most prominent tasks in the field is the classification of valence
(positive/negative orientation). Researchers (Pang et al. [7], Kennedy and
Inkpen [6] and others) have successfully applied supervised machine learning
methods1 to determine the valence of longer texts. These approaches rely on the
availability of a large amount of human-tagged training data and, compared to
linguistic methods, reveal very little about the nature of the connection between
a text and the opinion it expresses.

1Naive Bayes Classifiers, Support Vector Machines, etc.
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Abstract. This study describes a semi-automatic approach to the clas-
sification of “inheritance” relations between morphologically related pred-
icates.
Predicates, such as verbs and nouns subcategorizing for a subclause, are
automatically extracted from text corpora and are classified accroding
to their subcategorisation properties. For this purpose, we elaborate a
semi-automatic knowledge-rich extraction and classification architecture.
Our aim is also to compare subcategorisation properties of morphologi-
cally related predicates, i.e. verbs and deverbal nouns.
In this work, we concentrate exclusively on the predicates with sentential
complements, such as dass, ob and w-clauses (that, if and wh-clauses)
in German, although our methods can be applied for other complement
types as well.

1 Introduction

This paper describes a semi-automatic approach to the analysis of subcategori-
sation properties of morphologically related predicates, such as verbs and nouns.
We classify predicates according to their subcategorisation properties by means
of extracting them from German corpora along with their complements. In this
work, we concentrate exclusively on sentential complements, such as dass, ob
and w-clauses, although our methods can be also applied for other types of
complements.

It is usually assumpted that subcategorisation properties of nominalisations
are taken over from their underlying verbs. However, our preliminary tests show
that there exist different types of relations between them. Thus, our aim is
to review the properties of morphologically related words and to analyse the
phenomenon of “inheritance” of subcategorisation properties.

For this purpose, we elaborate a set of semi-automatic procedures, with the
help of which we not only classify extracted units according to their subcategori-
sation properties, but also compare the properties of verbs and their nominal-
isations. Our aim is to serve NLP, especially such large symbolic grammar for
deep processing as HPSG or LFG, which need detailed subcategorisation data
for their lexicons and grammars.
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Abstract.  We propose a method to analyze conversational interaction using 
discourse motifs (sequence of labels).  We focus specifically on instructional 
transactive discourse. We first describe the characteristics of transactive dis-
course, its relationship to other frameworks of instructional discourse, and in-
troduce a refined taxonomy of transactive discourse. Based on this new taxon-
omy, we construct a set of classifiers to automatically label instructional dialog 
segments. After labeling, we search for salient patterns of discourse common 
to these chains of labels using Multiple EM for Motif Elicitation and Gapped 
Local Analysis of Motifs (which are two techniques available for DNA and 
protein motif discovery). From our analysis of a corpus of classroom data, a set 
of Transactive-Participatory-Coherent motifs emerge. This approach to interac-
tion-motif discovery and analysis can find application in dialog and discourse 
analysis, pedagogical domains (e.g., assessment and professional develop-
ment), automatic tutoring systems, meeting analysis, problem solving, etc. 

1   Introduction  

We focus on the analysis of classroom discourse particularly when the focus is on 
solving mathematical problems.  While the analysis of classroom discourse and 
mathematical problem solving is useful in providing pedagogical insight into teach-
ing practices (see for example Huerta (2008), Blanton (2008)), its analysis can also 
shed light into interaction mechanisms used in more general collaborative problem 
solving.  

 Research in human dialog has been approached from various viewpoints using 
frameworks and methodologies of analysis that have been tailored to address the 
specific requirements of these viewpoints (examples of relatively recent perspectives 
to dialog analysis include Stolcke (2000), Stent (2000) among others, and a good 
summary can be found in Moore (2003)). 

 More problem-solving specific frameworks have also been proposed to analyze 
planning-oriented and instructional dialog in the classroom (Linden (1995)).  Addi-
tionally, there have also been other efforts in the manual analysis of classroom inter-
action from purely pedagogical and sociological perspectives (Blanton (2008), Me-
han (1985), Stark (2002), Haussman (2003)). There has been also work focusing on 
specific theoretical frameworks of interaction and the correlation of their elements to 
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Abstract. Research on metaphor has generally focused on exploring its 
context-dependent behavior and function. This current study aims to testify the 
postulate of English verb's innate trait of Metaphor Making potential.  This 
paper intends to carry out an in-depth case study of a group of English core 
verbs using WordNet and SUMO ontology. In order to operationalize the 
assessment of an English verb’s metaphor making potential, a refined algorithm 
has been developed, and a program made to realize the computation. At last, it 
is observed that higher frequency verbs generally possess greater metaphor 
making potential; while a verb’s metaphor making potential on the other hand is 
also strongly influenced by its functional categories. As a preliminary 
context-free experiment with metaphor, this research foresees the possibility of 
providing an annotation schema for critical discourse analysis and a new 
parameter for scaling the difficulty level of reading comprehension of English 
texts. 

Keywords: ontological computation, English verbs, MMP 

1   Introduction and Previous Work 

Metaphorical computation continues to remain a significant challenge to NLP.  
Recent researches of it mainly fall into two categories: rule-based approaches and 
statistical-based approaches. Up to now, some achievements have been attained, 
among which knowledge representation based methods are predominant [1]. These 
methods mainly employ knowledge representation based ontologies, such as The 
Suggested Upper Merged Ontology (SUMO), as their working mechanism. However, 
those researches are all limited to the study of metaphor’s behavior and function in 
different contexts. 

In line with Lakoff’s view [2], “Metaphor allows us to understand one domain of 
experience in terms of another. This suggests that understanding takes place in terms 
of entire domains of experience and not in terms of isolated concepts”, SUMO, an 
effort of the IEEE Standard Upper Ontology Working Group with the support of 
Teknowledge, contains terms chosen to cover all general domain concepts needed to 
represent world knowledge. Whereas Ahrens & Huang’s research with SUMO and 
metaphor has focused on specific domain metaphors [3, 4], thus failing to make full 
use of SUMO’s overall domain coverage. 
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Abstract. By using background knowledge of the general and specific
domains and by processing new natural language corpus experts are able
to produce a conceptual model for some specific domain. In this paper
we present a model that tries to capture some aspects of this conceptual
modeling process. This model is functionally organized into two informa-
tion processing streams: one reflects the process of formal concept lattice
generation from domain conceptual model, and the another one reflects
the process of formal concept lattice generation from the domain docu-
mentation. It is expected that similarity between those concept lattices
reflects similarity between documentation and conceptual model.In addi-
tion to this process of documentation formal verification the set of natu-
ral language processing artifacts are created. Those artifacts then can be
used for the development of information systems natural language inter-
faces. To demonstrate it, an experiment for the concepts identification
form natural language queries is provided at the end of this paper.

Key words: Information systems engineering, formal concept analysis,
IS documents self-organization, natural language processing.

1 Introduction

Software engineers spend hours in defining information systems (IS) require-
ments and finding common ground of understanding. The overwhelming ma-
jority of IS requirements are written in natural language supplemented with
conceptual model and other semi-formal UML diagrams. The bridge in the form
of semantic indexes between documents and conceptual model can be useful for
more effective communication and model management. Then, an integration of
the natural language processing (NLP) into information system documentation
process is an important factor in meeting challenges for methods of modern
software engineering.

Reusing natural language IS requirement specifications and compiling them
into formal statements has been an old challenge [1], [14]. Kevin Ryan claimed
that NLP is not mature enough to be used in requirements engineering [13] and
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Abstract. Most previous work treats the solution for pronouns and
noun phrases either in two separate processes or in a single process. We
argue that resolving them in two processes may result in the loss of po-
tential useful information for each process. However, resolving them in a
single process is also problematic. These two types of mentions have very
different characteristics in some commonly used features. Current models
cannot catch those differences and thus the two types may interfere with
each other. In this paper, we propose a modeling strategy using Markov
logic networks (MLNs) which can explicitly discriminate the two types
in one single process. Experiments on ACE2005 Chinese dataset show
that our modeling using MLNs, together with the correlation clustering
technique, brings significant improvements to the task.

Key words: Coreference Resolution, Markov Logic Networks

1 Introduction

Coreference resolution (CR) has drawn a lot of attentions over the past decade,
especially since McCarthy[1], Cardie and Wagstaff[2] introduced machine learn-
ing techniques into this field. It plays an important role in understanding complex
texts and is widely used in a lot of applications such as question answering[3],
summarization[4], etc. The strong relation with other popular topics such as
entity resolution in database and citation analysis[5] makes it more attractive.

Pronoun and noun phrase are two major types of mentions in CR. There
are two strategies for the resolution of them. One strategy tends to split the
resolution of pronouns and noun phrases into two separate processes (Separate
Strategy). Some works focus on just pronoun resolution, aiming to find the right
antecedent for each pronoun[6–9]. Denis and Baldridge subdivide mentions into
five categories such as third person pronouns, speech pronouns, etc. Then, spe-
cialized models are proposed for each individual type[10]. However, we argue that
just considering pairwise relation between pronoun and each of its antecedent
candidates does not make full use of the information among those candidate
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Abstract. Coreference resolution is an essential step toward understanding dis-
courses, and it is needed by many NLP tasks such as machine translation, ques-
tion answering, and summarization. Pronoun resolution is a major and challeng-
ing subpart of coreference resolution, in which only the resolution of pronouns 
is considered. Classification approaches have been widely used for corefer-
ence/pronoun resolution, but it has been shown that ranking approaches outper-
form classification approaches in a variety of fields such as English pronoun 
resolution (Denis and Baldridge, 2007), question answering (Ravichandran, 
2003), and tagging/parsing (Collins and Duffy, 2002; Charniak and Johnson, 
2005). The strength of ranking is in its ability to consider all candidates at once 
and selecting the best one based on the model, while existing classification 
methods consider at most two candidate responses at a time. Persian and its va-
rieties are spoken by more than 71 million people, and it has some characteristic 
that make parsing and other related processing of Persian more difficult than 
those of English. In this paper, we have evaluated maximum entropy ranker on 
Persian pronoun resolution and compared the results with that of four base clas-
sifiers. 

Keywords: Natural Language Processing, Machine Learning, Ranking, Classi-
fication, Pronoun Resolution, Persian.  

1   Introduction 

The final goal of natural language processing (NLP) is that computers understand 
human languages. Different NLP research areas such as part of speech (POS) tagging, 
word sense disambiguation (WSD), and grammatical parsing concentrate only on a 
partial solution of this ultimate goal. All of these are required for a computer to un-
derstand a natural language. 

NLP tasks can be divided into micro-tasks and macro-tasks. Micro-tasks focus on a 
word level processing or a sentence level processing such as WSD and parsing. On 
the other hand, macro-tasks include tasks which do a document level processing such 
as information retrieval and document classification. Before the introduction of ma-
chine learning approaches in NLP, higher level tasks such as semantic processing 
needed a variety of lower level tasks such as POS tagging and parsing. However, the 
use of machine learning methods may make it possible to obtain enough statistical in-
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Abstract. We investigate a multiclass, multilabel classification problem in 

medical domain in the context of prediction of obesity and its co-morbidities. 

Challenges of the problem not only lie in the issues of statistical learning such 

as high dimensionality, interdependence between multiple classes but also in 

the characteristics of the data itself. In particular, narrative medical reports are 

predominantly written in free text natural language which confronts the 

problem of predominant synonymy, hyponymy, negation and temporality. Our 

work explores the comparative evaluation of both traditional statistical learning 

based approach and information extraction based approach for the development 

of predictive computational models. In addition, we propose a scalable 

framework which combines both the statistical and extraction based methods 

with appropriate feature representation/selection strategy. The framework leads 

to reliable results in making correct classification. The framework was designed 

to participate in the second i2b2 Obesity Challenge. 

Keywords: Text classification, Information Extraction, natural language 

processing 

1 Introduction 

Medical informatics is chiefly inductive and information intensive science where 

observation and analysis of comprehensive clinical data can lead to complex and 

powerful evidence based decision support systems. One of the primary goals of these 

automated systems is to make information more accessible, representative and 

meticulous in a quick span[4]. Furthermore, they have gained increased importance in 

the recent years as it can even outperform a human expert in some cases in diagnosing 

diseases as the process is highly subjective and fundamentally depends on the 

experiences of the assessor and his/her interpretation on the information[4]. 

Conversely, most medical institutions are still keeping a large amount of medical data 

in narrative form resulting in huge volume of potential information with limited or no 

utility and accessibility. An effort to exploit this data poses multiple challenges as it 

involves processing free text data with the presence of acronyms, synonyms, negation 
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Abstract. In this paper, we study text classification algorithms by uti-
lizing two concepts from Information Extraction discipline; dependency
patterns and stemmer analysis. To the best of our knowledge, this is the
first study to fully explore all possible dependency patterns during the
formation of the solution vector in the Text Categorization problem. The
benchmark of the classical approach in text classification is improved by
the proposed method of pattern utilization. The test results show that
support of four patterns achieves the highest ranks, namely, participle
modifier, adverbal clause modifier, conjunctive and possession modifier.
For the stemming process, we benefit from both morphological and syn-
tactic stemming tools, Porter stemmer and Stanford Stemmer, respec-
tively. One of the main contributions of this paper is its approach in
stemmer utilization. Stemming is performed not only for the words but
also for all the extracted pattern couples in the texts. Porter stemming
is observed to be the optimal stemmer for all words while the raw form
without stemming slightly outperforms the other approaches in pattern
stemming. For the implementation of our algorithm, two formal datasets,
Reuters - 21578 and National Science Foundation Abstracts, are used.

Key words: Text Classification, Dependency Patterns, Stemmer Anal-
ysis, Information Extraction

1 Introduction

Text Classification (TC) is a learning task, where pre-defined category labels
are assigned to documents based on the likelihood suggested by a training set of
labelled documents.

Most of the approaches used in this problem study it in bag-of-words (bow)
form, where only the words in the text are analyzed by some machine learning
algorithms for TC [1]. In this approach, documents are represented by the widely
used vector-space model, introduced by Salton et al. [2]. In this model, each
document is represented as a vector d. Each dimension in the vector d stands
for a distinct term (word) in the term space of the document collection.
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Abstract. Adjectives are an informative but understudied linguistic entity with 
good potentials in sentiment analysis, text classification and automatic genre 
detection. In this article, we report an investigation of the variations in adjective 
use across different text categories represented in a sizable corpus. In particular, 
we report the distribution of adjectives across a range of categories grouped 
together as academic propose in the British National Corpus. We shall measure 
inter-category similarity in the use of adjectives and demonstrate with empirical 
data that adjectives are an effective differentia of text categories or domains, at 
least in terms of arts and sciences as the two major sub-categories within 
academic prose. 

Key Words: corpus, text category, adjective, similarity, BNC 

1 Introduction 

 
Adjectives are an informative but understudied linguistic entity [1, 2], drawing more 
and more attention within the research community. Focus has been mostly on the 
semantic aspect of adjectives for practical research in sentiment analysis applicable to 
automatic evaluations of email communication [3], blogs [4] and customer reviews in 
[5]. Studies in this respect typically focus on evaluative adjectives [6] and size 
adjectives [7]. In addition to the semantic approach, adjectives are also used for 
purposes of text categorization and genre detection in [8]. In this respect, [2] and [9] 
have generally shown with corpus evidence that adjectives occur more often in 
written texts than in spoken ones, and more frequently in informative writing than in 
imaginative writing. According to [8], ‘the literature suggests that adjectives and 
adverbs will vary by genre because of their unique patterns of usage in text’ (p. 4). 

This paper describes one of the recent attempts to study adjectives from the 
perspectives of text categorization and genre detection. In particular, we investigate 
the variations of adjective use across various types of academic writing selected from 
a large-sized corpus. We attempt to ascertain whether adjective-based indices will be 
able to classify texts in such a way that conforms to manual classification. As we shall 
show in this article with empirical data, adjectives do differ by text categories and 
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Abstract. Huge amount of information is present in the World Wide
Web and a large amount is being added to it frequently. A query-specific
summary of multiple documents is very helpful to the user in this context.
Currently, few systems have been proposed for query-specific, extractive
multi-document summarization. If a summary is available for a set of
documents on a given query and if a new document is added to the corpus,
generating an updated summary from the scratch is time consuming and
many a times it is not practical/possible. In this paper we propose a
solution to this problem. This is especially useful in a scenario where the
source documents are not accessible. We cleverly embed the sentences of
the current summary into the new document and then perform query-
specific summary generation on that document. Our experimental results
show that the performance of the proposed approach is good in terms of
both quality and efficiency.

1 Introduction

Currently, the World Wide Web is the largest source of information. Huge
amount of data is present on the Web and large amount of data is added to
the web constantly. Often the information pertaining to a topic is present across
several web pages. It is a tedious task for the user to go through all these doc-
uments as the number of documents available on a topic will range from tens
to thousands. It will be of great help for the user if a query specific multi-
document summary is generated. Summary generation can be broadly divided
as abstractive and extractive. In abstractive summary generation, the abstract
of the document is generated. The summary so formed need not have exact sen-
tences as present in the document. In extractive summary generation, important
sentences are extracted from the document. The generated summary contains all
such extracted sentences arranged in a meaningful order. In this paper, generated
summaries are extractive. Summary can be generated either on a single docu-
ment or on several documents. In multi-document summary generation, other
issues like time, ordering of extracted sentences, scalability etc. will arise.

Summary can be either generic or query specific. In generic summary genera-
tion, the important sentences from the document are extracted and the sentences
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Abstract. This work deals with the design of a synthesis system to
provide an audio database for Raramuri or Tarahumara, a Yuto-Nahua
language spoken in Northern Mexico. In order to achieve the most natural
speech possible, the synthesis system is proposed which uses a unit se-
lection approach based on function words, suffix sequences (derivational
and inflectional morphemes) and diphones of the language. In essence,
the unknown suffix units were extracted from a corpus and recorded,
along diphones and function words, in order to build the audio database
that provides data for Text-to-Speech synthesis.

1 Introduction

The ultimate objective of Text-to-Speech (TTS) synthesis systems is to cre-
ate applications which listeners, and users in general, cannot easily determine
whether the speech he or she is hearing comes from a human or a synthesizer.

Synthesized speech can be produced by concatenating recorded units (wave-
forms) selected from a large, single-speaker speech database. The primary mo-
tivation for using a database with a large number of units that covers wider
prosodic and spectral characteristics, gives us the great benefit to produce a
synthesized speech that sounds more natural than those produced by systems
that use a small set of controlled units (e.g. diphones) [1]. There is a paradigm
for achieving high-quality synthesis that uses a large corpus of recorded speech
units; it is called unit-selection synthesis. Unit selection is a method in which
we can concatenate waveforms from different linguistic structures such as sen-
tences, words, syllables, triphones, diphones and phones. Due to the increas-
ing computer’s storage capacity, we are able to create a corpus of prerecorded
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Abstract. This paper describes one aspect of an ongoing work to incorporate 

pronunciation variability in the Portuguese (PORT) speech system. This work 

focuses on the linguistic rules to improve the grapheme-(multi)phone 

transcription algorithm that will be implemented.  Portuguese ‘Beira Interior’ 

regional speech (PORT-BI REG) is considered to be in the realm of coarticulation 

(post-lexical) phenomena. A set of linguistic rules for most of the common 

vowel transformation in an utterance (vocalic segments at both the left and right 

edges of the word) is presented. The analysis focuses on the distinctive features 

that originate vowel sound challenges in connected speech. The results are 

interesting from the point of view of setting up models to reconstruct a 

grapheme-phone transcription algorithm for Portuguese multi-pronunciation 

speech systems. We propose that the linguistic documentation of Portuguese 

minority speech can be an optimal start for Portuguese speech system 

development process, too.  

Keywords: Text-to-Speech; coarticulation (phonology); structural analysis 

(linguistic features); pronunciation instruction (phonetic). 

1   Introduction 

Several frameworks have been proposed for the grapheme-to-phone transcription 

module for Portuguese language, such as [2, 3, 12]. However, the problem with the 

Portuguese regional speech under development is the shortage of speech and text 

corpora. This is one of the reasons why their linguistic structure has been very poorly 

investigated, especially at linguistic levels such as phonetics. The applications of the 

Portuguese speech system are mainly based on standard Portuguese language and on 

isolated word recognition. It is well known that the sequence of phones spoken by a 

human speaker is not the same sequence as that which derives from the phonetic 

transcription of a word in isolation. Coarticulation (post-lexical) rules must be 

included in the course of phonetic transcription. In order to obtain a more natural 

speech, these rules must be applied to varying sequences of phones. Several methods 

can be used to elicit grapheme-to-phoneme rules from pre-existing lexicons. 

However, these automatic techniques do not cope very well with the concurrent multi-
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Abstract. As the growth of exchange activities between four regions of cross 
strait, the problem to correctly convert between Traditional Chinese (TC) and 
Simplified Chinese (SC) is getting important and attention from many people, 
especially in business organizations and translation companies. Different from 
the approaches of many conventional code conversion systems, which rely on 
various levels of human constructed knowledge (from character set to semantic 
level) to facilitate the translation purpose, this paper proposes a Chinese 
conversion model based on Maximum Entropy (ME), a Machine Learning 
(ML) technique. This approach uses tagged corpus as the only information 
source for creating the conversion model. The constructed model is evaluated 
with selected ambiguous characters to investigate the recall rate as well as the 
conversion accuracy. The experiment results show that the proposed model is 
comparable to the state of the art conversion system.  

Keywords: Maximum Entropy, Machine Learning, Natural Language 
Processing, Chinese translation, Traditional Chinese, Simplified Chinese. 

1   Introduction 

Modern Chinese typically involves two main dialects of writing, Traditional Chinese 
(TC) and Simplified Chinese (SC). In Chinese computing, these two systems adapt 
different coding schema for the computer to process the corresponding Chinese 
information. Traditional Chinese uses Big5 encoding while Simplified Chinese uses 
GB. For a Simplified Chinese document to be opened and read in a computer with 
Traditional Chinese operating system, conversion from Simplified Chinese encoding 
system into Traditional Chinese encoding is necessary for the purpose that the 
document can be further processed under the Traditional Chinese computer 
environment, and vice versa. As addressed by Wang [1] in the meeting of the 4th 
Chinese Digitization Forum, although there are many conversion systems 
implemented and available in the market, neither one of them can produce the 
conversion result with satisfaction. Reviewing the nature of this problem, Simplified 
Chinese is actually a simpler version of Traditional Chinese. It differs in two ways 
from the Traditional writing system: 1) a reduction of the number of strokes per 
character and 2) the reduction of the number of characters in use that is two different 
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Abstract. Local newspapers rely on their local correspondents to bring you the 

freshest news of your home town. Some of the articles written by these 

correspondents are not published immediately, but are put aside to be placed in 

a later edition. One of the challenges the editor in chief is confronted with, is to 

publish only up-to-date information about a local event. In this paper we 

present a system that tracks out-of-date newspaper articles to prevent their 

publishing. It firstly dates the event the article is talking about. The date 

detection grammar is written in a single but complex finite state automaton 

based on linguistic pattern matching. Secondly, it computes an absolute date for 

each relative date. A freshness score can then be deduced from the time 

difference between the extracted and the publication date. The system has been 

tested on several French local newspaper corpora. Baseline for the temporal 

extraction is our standard date extraction that was developed for general 

purposes. 

Keywords: extraction of temporal information, named entities, events, 

information retrieval, newspaper articles 

1 Introduction 

Local daily newspapers rely on their network of correspondents to cover local events. 

Once revised by a journalist, these texts are able to be published as newspaper 

articles. Everyday the editor in chief validates or assembles the pages that will be 

published in the next edition. One of the challenges he is confronted with, is to 

validate only those articles covering hot news or coming events and to replace out-of-

date articles by more recent ones. Unfortunately there is no easy or quick way to 

perform this task. To judge whether the article talks about a recent or a coming event, 

the editor has to read most of the article, since the day of writing is not a reliable 

indicator, when given. Even if most of the articles may be short, this activity is too 

time-expensive to be executed in the short delay before going to press. The editor’s 

                                                           
* Some of the work in this article was done in collaboration with Béatrice Arnulphy during her 

internship at Sinequa in the summer of 2006 as a graduate student of the French university 

Université de Provence. 
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Abstract. One interesting path for designing software for vocabulary 

acquisition and assessment could be games. In this article we present 

PtiClic, a lexical game based on the principles behind JeuxDeMots and 

combined with LSA. Such a game can foster the interest of young 

people in developing lexical skills in either a tutored or an open 

environment.  

Keywords: Lexical acquisition, lexical network, serious games, LSA, 

JeuxDeMots 

1. Introduction 

Developing software for vocabulary acquisition and/or assessment in general, and for 

young people in particular, is a risky business. There are several difficulties. First, we 

have to  be able to design an activity that can foster an interest in learning which is 

not easy in the case of children. Then, the underlying dictionaries or lexical databases 

can prove tremendously hard to develop, especially if we want to go beyond just a list 

of words with parts-of-speech and venture into the realm of lexical functions and the 

relations intertwining terms. 

 

Automated acquisition of lexical or functional relations between terms is necessary in 

a large number of tasks in Natural Language Processing (NLP) outscoping largely 

Technology-Enhanced Learning of language. These relations that we find generally in 

thesauruses or ontologies can of course be revealed in a manual way; for example, 

one of the oldest thesauruses is Roget’s, its current version being (Kipfer, 2001), or 

the most famous lexical network is Wordnet (Miller, 1990). Such relations can be also 

determined computationally from corpora of texts, for example (Robertson and Spark 

Jones, 1976), (Lapata and Keller, 2005), or (Landauer et al 1998) in which statistical 

studies on the distributions of words are made. Moreover, many applications of NLP 
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Temporal multi-document summarization (TMDS) aims to capture evolving information
of a single topic over time and produce a summary delivering the main information con-
tent. This paper presents a cascaded regression analysis based macro-micro importance
discriminative model for the content selection of TMDS, which mines the temporal char-
acteristics at different levels of topical detail in order to provide the cue for extracting
the important content. Temporally evolving data can be treated as dynamic objects
that have changing content over time. Firstly, we extract important time points with
macro importance discriminative model, then extract important sentences in these time
points with micro importance discriminative model. Macro and micro importance dis-
criminative models are combined to form a cascaded regression analysis approach. The
summary is made up of the important sentences evolving over time. Experiments on five
Chinese datasets demonstrate the encouraging performance of the proposed approach,
but the problem is far from solved.

Povzetek:

1 Introduction

Multi-document summarization is a technology
of information compression, which is largely an
outgrowth of the late twentieth-century ability
to gather large collections of unstructured in-
formation on-line. The explosion of the World
Wide Web has brought a vast amount of informa-
tion, and thus created a demand for new ways of
managing changing information. Multi-document
summarization is the process of automatically
producing a summary delivering the main infor-
mation content from a set of documents about an
explicit or implicit topic, which helps to acquire
information efficiently. It has drawn much atten-
tion in recent years and is valuable in many appli-
cations, such as intelligence gathering, hand-held
devices and aids for the handicapped.

Temporal multi-document summarization
(TMDS) is the natural extension of multi-
document summarization, which captures
evolving information of a single topic over time.

The greatest difference from traditional multi-
document summarization is that it deals with
the dynamic collection about a topic changing
over time. It is assumed that a user has access
to a stream of news stories that are on the same
topic, but that the stream flows rapidly enough
that no one has the time to look at every story.
In this situation, a person would prefer to dive
into the details that include the most important,
evolving concepts within the topic and have a
trend analysis.

The key problem of summarization is how to
identify important content and remove redundant
content. The common problem for summarization
is that the information in different documents in-
evitably overlaps with each other, and therefore
effective summarization methods are needed to
contrast their similarities and differences. How-
ever, the above application scenarios, where the
objects to be summarized face to some special
topics and evolve with time, raise new challenges
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This paper is about the Automatic Summarization task within two different points of

view, focusing on two main goals. On the one hand, a study of the suitability for “The
Code Quantity Principle” in the Text Summarization task is described. This linguistic

principle is implemented to select those sentences from a text, which carry the most

important information. Moreover, this method has been run over the DUC 2002 data,

obtaining encouraging results in the automatic evaluation with the ROUGE tool. On

the other hand, the second topic discussed in this paper deals with the evaluation of

summaries, suggesting new challenges for this task. The main methods to perform

the evaluation of summaries automatically have been described, as well as the current

problems existing with regard to this difficult task. With the aim of solving some of

these problems, a novel type of evaluation is outlined to be developed in the future,

taking into account a number of quality criteria in order to evaluate the summary in a

qualitative way.

Povzetek:

1 Introduction

The high amount of electronic information avail-
able on the Internet increases the difficulty of
dealing with it in recent years. Automatic Sum-
marization (AS) task helps users condense all this
information and present it in a brief way, in or-
der to make it easier to process the vast amount
of documents related to the same topic that ex-
ist these days. Moreover, AS can be very use-
ful for neighbouring Natural Language Processing
(NLP) tasks, such as Information Retrieval, Ques-
tion Answering or Text Comprehension, because
these tasks can take advantadge of the summaries
to save time and resources [1].

A summary can be defined as a reductive trans-
formation of source text through content conden-
sation by selection and/or generalisation of what
is important in the source [2]. According to [3],
this process involves three stages: topic identi-
fication, interpretation and summary generation.
To identify the topic in a document what systems

usually do is to assign a score to each unit of in-
put (word, sentence, passage) by means of statis-
tical or machine learning methods. The stage of
interpretation is what distinguishes extract-type
summarization systems from abstract-type sys-
tems. During interpretation, the topics identi-
fied as important are fused, represented in new
terms, and expressed using a new formulation,
using concepts or words not found in the origi-
nal text. Finally, when the summary content has
been created through abstracting and/or informa-
tion extraction, it requires techniques of Natural
Language Generation to build the summary sen-
tences. When an extractive approach is taken,
there is no generation stage involved.

Another essential part of the Text Summariza-
tion (TS) task is how to perform the evaluation
of a summary. Methods for evaluating TS can be
classified into two categories [4]. The first, intrin-
sic evaluations, test the summary on itself. The
second, extrinsic evaluations, test how the sum-
mary is good enough to accomplish some other
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Classifier combination techniques have been applied to a number of natural language
processing problems. This paper explores the use of bagging and boosting as combina-
tion approaches for coreference resolution. To the best of our knowledge, this is the first
effort that examines and evaluates the applicability of such techniques to coreference
resolution. In particular, we (1) outline a scheme for adapting traditional bagging and
boosting techniques to address issues, like entity alignment, that are specific to corefer-
ence resolution, (2) provide experimental evidence which indicates that the accuracy of
the coreference engine can potentially be increased by use of multiple classifiers, without
any additional features or training data, and (3) implement and evaluate combination
techniques at the mention, entity and document level.

Povzetek:

1 Introduction

Classifier combination techniques have
been applied to many problems in nat-
ural language processing (NLP). Popu-
lar examples include the ROVER sys-
tem [Fiscus1997] for speech recognition, the
Multi-Engine Machine Translation (MEMT)
system [Jayaraman and Lavie2005], and also
part-of-speech tagging [Brill and Wu1998,
Halteren et al.2001]. Even outside the do-
main of NLP, there have been numerous
interesting applications for classifier combi-
nation techniques in the areas of biomet-
rics [Tulyakov and Govindaraju2006], hand-
writing recognition [Xu et al.1992] and data
mining [Aslandogan and Mahajani2004] to name
a few. Most of these techniques have shown a

considerable improvement over the performance
of single-classifier baseline systems and, therefore,
lead us to consider implementing such a multiple
classifier system for coreference resolution as
well. To the best of our knowledge, this is the
first effort that utilizes classifier combination
techniques for improving coreference resolution.

This study shows the potential for increasing
the accuracy of the coreference resolution engine
by combining multiple classifier outputs and de-
scribes the combination techniques that we have
implemented to establish and tap into this poten-
tial. Unlike other domains where classifier combi-
nation has been implemented, the coreference res-
olution application presents a unique set of chal-
lenges that prevent us from directly using tradi-
tional combination schemes [Tulyakov et al.2008].
We, therefore, adapt some of these popular yet
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ReALIS, REciprocal And Lifelong Interpretation System, is a new “post-Montagovian” theory concern-

ing the formal interpretation of sentences constituting coherent discourses, with a lifelong model of lexi-

cal, interpersonal and encyclopedic knowledge of interpreters in its center including their reciprocal 

knowledge on each other. Section 2 provides a 2 page long summary of its 40 page long mathematical 

definition [4]. Then we show the process of dynamic interpretation of a Hungarian sentence (Hungarian 

is a “challenge” because of its rich morphology, free word order and sophisticated information struc-

ture). We show how an interpreter can anchor to each other in the course of dynamic interpretation the 

different types of referents occurring in copies of lexical items retrieved by the interpreter on the basis 

(of the morphemes, word order, case and agreement markers) of the sentence performed by the speaker. 

In Section 4 the computational implementation of ReALIS is demonstrated. 

 

1 Introduction 

ℜeALIS [2] [4], REciprocal And Lifelong Interpretation 

System, is a new “post-Montagovian” [15] [17] theory 
concerning the formal interpretation of sentences consti-
tuting coherent discourses [9], with a lifelong model [1] 
of lexical, interpersonal and cultural/encyclopedic 
knowledge of interpreters in its center including their 
reciprocal knowledge on each other. The decisive theo-
retical feature of ℜeALIS lies in a peculiar reconciliation 
of three objectives which are all worth accomplishing in 
formal semantics but could not be reconciled so far. 

The first aim concerns the exact formal basis itself 
(“Montague’s Thesis” [20]): human languages can be 
described as interpreted formal systems. The second aim 
concerns compositionality: the meaning of a whole is a 
function of the meaning of its parts, practically postulat-
ing the existentence of a homomorphism from syntax to 
semantics, i.e. a rule-to-rule correspondence between the 
two sides of grammar. 

In Montague’s interpretation systems a traditional 
logical representation played the role of an intermediate 
level between the syntactic representation and the world 
model, but Montague argued that this intermediate level 
of representation can, and should, be eliminated. (If α is 
a compositional mapping from syntax to discourse 
representation and β is a compositional mapping from 
discourse to the representation of the world model, then 
γ=α°β must be a compositional mapping directly from 
syntax to model.) The post-Montagovian history of for-
mal semantics [17] [9], however, seems to have proven 
the opposite, some principle of “discourse representa-
tionalism”: “some level of [intermediate] representation 
is indispensable in modeling the interpretation of natural 
language” [14]. 

The Thesis of ℜeALIS is that the two fundamental 
Montagovian objectives can be reconciled with the prin-
ciple of “discourse representationalism” – by embedding 
discourse representations in the world model, getting rid 
of an intermediate level of representation in this way 
while preserving its content and relevant structural char-
acteristics. This idea can be carried out in the larger-scale 
framework of embeddig discourse representations in the 
world model not directly but as parts of the representa-
tions of interpreters’ minds, i.e. that of their (permanently 
changing) information states [3]. 

2 Definition 

The frame of the mathematical definition of ℜeALIS 
(whose 40 page long complete version is available in [4] 
(Sections 3-4)) is summarized in this section. As inter-
preters’ mind representations are part of the WORLD 

MODEL, the definition of this model ℜℜ  ==  〈〈UU,,  WW00,,  WW〉〉  iiss  aa  
qquuiittee  ccoommpplleexx  ssttrruuccttuurree  wwhheerree 
− U is a countably infinite set: the UNIVERSE 
− W0 = 〈U0, T, S, I, D, Ω, A〉: the EXTERNAL WORLD 

− W is a partial function from set I×Tm where W[i,t] is 
a quintuple 〈U[i], σ[i,t]Π, α[i,t]Ψ, λ[i,t]Λ, κ[i,t]Κ

〉: the 
INTERNAL-WORLD FUNCTION. 

The external world consists of the following components: 
− U0 is the external universe (U0 ⊂ U), whose elements 

are called entities 
− T = 〈T, Θ〉 is a structured set of temporal intervals (T 

⊂ U0) 
− S = 〈S, Ξ〉 is a structured set of spatial entities (S ⊂ 

U0) 
− I = 〈I, Υ〉 is a structured set of interpreters (I ⊂ U0) 
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Abstract. Many books comply with the Library of Congress Classification (LCC) by adding their 
classification number in the first pages. This is useful for many libraries worldwide because it makes it 
possible to search and retrieve books by type of content and it has now become a standard. However, 
not every book has been pre-classified; particularly, in many universities, new dissertations have to be 
classified manually. Although there are many systems available for automatic classification, all of them 
use additional information to the title of the book. In this work, we experiment with the classification of 
new books by using only their title, which would allow indexing books massively in an automatic 
fashion. We propose a new measure for comparison, which mixes two well known classification 
techniques: A Lesk voting scheme and Term Frequency in documents (TF). In addition, we experiment 
with different weighing as well as Logical-Combinatorial methods such as ALVOT in order to determine 
the contribution of the title in its correct classification. We found this contribution to be around one 
third, as we correctly classified 36% (average from each branch) of 122,431 previously unseen titles (in 
total) trained with 489,726 samples (in total) of one major branch (Q) of the LCC catalog. 
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1 Introduction 

The Library of Congress Classification (LCC) is widely 
known and used by many important libraries 
internationally [ 6]. It is the system with the widest 
coverage of books. One of the most important tasks of 
librarians is book classification. A classification system 
designed to meet their requirements is the LCC. Besides 
using the previously-assigned LCC for each book, 
librarians need to classify other works such as 
dissertations, articles, magazines, which in most cases 
lack a previously-assigned LCC [ 7]. We focus our work 
on creating an algorithm to automatically assign a 
classification based only on the most basic piece of 
information available—the title of the publication. We 
explore the level of attainment that it is possible to obtain 
given this strong restriction. We faced several problems, 
such as similar titles in different classes, a noisy data set. 
We tested using 5 algorithms, some of them are very 
simple, and others, such as those based on Logical 
Combinatorial methods are more complex. In the 
following section we elaborate on similar works. In 
Section 3 we explain the different algorithms presented. 
In Section 4 we explain our experiments with the LCC 
catalog and results; and finally, in Section 5 we draw our 
conclusions and outline our future work. 

2 Related Work 

Table 1 summarizes previous work for book 
classification and compares the information they use with 
regard to the information that we use. 

1. Predicting Library of Congress Classification from 
Library of Congress Subject Headings, Frank & 
Paynter, 2004 [ 3] 

2. The Utility of Information Extraction in the 
classification of books., Betts et. al., 2007 [ 4]  

3. Experiments in Automatic Library of congress 
Classification, Larson, 1992 [ 5] 

4. Challenges in automated classification using library 
classification schemes—Pharos, Kwan Yi, 2006 [ 2] 

The last column represents the characteristics of our 
work. 

Next, we explain LCSH and MARC. 
1. LCSH (Library of congress subject headings) is a 

collection of synonyms and antonyms of several 
terms related with book contents. This collection is 
updated by the Library of Congress. LCSH is 
widely used for book searching where searches such 
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The availability of domain-specific knowledge models in various forms has led to the
development of several tools and applications specialized on complex domains such as
bio-medecine, tourism and chemistry. Yet, most of the current approaches to the ex-
traction of domain-specific knowledge from text are limited in their portability to other
domains and languages. In this paper, we present and evaluate an approach to the low-
bias extraction of domain-specific concepts. Our approach is based on graph clustering
and makes no use of a-priori knowledge about the language or the domain to process.
Therefore, it can be used on virtually any language. The evaluation is carried out on
two data sets of different cleanness and size.

Povzetek:

1 Introduction

The recent availability of domain-specific knowl-
edge models in various forms has led to the de-
velopment of information systems specialized on
complex domains such as bio-medecine, tourism
and chemistry. Domain-specific information sys-
tems rely on domain knowledge in forms such as
terminologies, taxonomies and ontologies to rep-
resent, analyze, structure and retrieve informa-
tion. While this integrated knowledge boosts the
accuracy of domain-specific information systems,
modeling domain-specific knowledge manually re-
mains a challenging task. Therefore, considerable
effort is being invested in developing techniques
for the extraction of domain-specific knowledge
from various resources in a semi-automatic fash-
ion. Domain-specific text corpora are widely
used for this purpose. Yet, most of the cur-
rent approaches to the extraction of domain-
specific knowledge in the form of terminologies
or ontologies are limited in their portability to
other domains and languages. The limitations re-
sult from the knowledge-rich paradigm followed
by these approaches, i.e., from them demand-
ing hand-crafted domain-specific and language-
specific knowledge as input. Due to these con-

straints, domain-specific information systems ex-
ist currently for a limited number of domains
and languages for which domain-specific knowl-
edge models are available. An approach to rem-
edy the high human costs linked with the mod-
eling of domain-specific knowledge is the use of
low-bias, i.e., knowledge-poor and unsupervised
approaches. They require little human effort but
more computational power to achieve the same
goals as their hand-crafted counterparts.

In this work, we propose the use of low-bias
approaches for the extraction of domain-specific
terminology and concepts from text. Especially,
we study the low-bias extraction of concepts out
of text using a combination of metrics for domain-
specific multi-word units and graph clustering
techniques. The input for this approach con-
sists exclusively of a domain-specific text cor-
pus. We use the Smoothed Relative Expectation
[9] to extract domain-specific multi-word units
from the input data set. Subsequently we use
SIGNUM [10] to compute a domain-specific lexi-
con. Finally, we use BorderFlow, a novel general-
purpose graph clustering algorithm, to cluster the
domain-specific terminologies to concepts. Our
approach is unsupervised and makes no use of
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Lexical unit is a word or collocation. Extracting lexical knowledge is an essential and

difficult task in NLP. The methods of extracting of lexical units are discussed. We present

a method for the identification of lexical boundaries. The problem of necessity of large

corpora for training is discussed. The advantage of identification of lexical boundaries

within a text over traditional window method or full parsing approach allows to reduce

human judgment significantly.

Povzetek:

1 Introduction

Identification of a lexical unit is an important
problem in many natural language processing
tasks and refers to the process of extracting of
meaningful word chains. The Lexical unit is a
fuzzy term embracing a great variety of notions.
The definition of the lexical unit differs accord-
ing to the researchers interests and standpoint.
It also depends on the methods of extraction
that provide researchers with lists of lexical items.
Most lexical units are usually single words or con-
structed as binary items consisting of a node and
its collocates found within a previously selected
span. The lexical unit can be: (1) a single word,
(2) the habitual co–occurrence of two words and
(3) also a frequent recurrent uninterrupted string
of words. Second and third notion refers to the
definition of a collocation or a multi–word unit.
It is common to consider a single word as a lex-
ical unit. A big variety of the definition of the
collocation is presented in Violeta Seretan work
[12]. Fragments of corpus or strings of words
consisting of collocating words are called colloca-
tional chains [7]. For many years the final agreed
definition of the collocation is not made. Many
syntactical, statistical and hybrid methods have
been proposed for collocation extraction [13], [1],
[5], [4]. In [10], it is shown that MWEs are far
more diverse and interesting than is standardly

appreciated. MWEs constitute a key problem
that must be resolved in order for linguistically
precise NLP to succeed. Although traditionally
seen as a language independent task, collocation
extraction relies nowadays more and more on the
linguistic preprocessing of texts prior to the ap-
plication of statistical measures. In [14] it is pro-
vided a language-oriented review of the existing
extraction work.

In our work we compare Dice and Gravity
Counts methods for the identification of lexical
units by applying them under the same condi-
tions. The definition of what is a Lexical Unit
in a linguistic sence is not discussed in this pa-
per. New presented technique extracts colloca-
tions like ’in the’ that do not have meaning and
have functional purpose. A question of keeping
such collocations as lexical units is left open. At
the same time, it is interesting to see that the fre-
quency lists of such lexical units for English and
Lithuanian (memeber of Balto-Slavonic language
group) are now comparable.

2 Extracting vs. Abstracting

Most of the collocation definitions refer to the col-
location, which is constructed in an abstracting
way. The collocations are not gathered directly
from the text but rather constructed using syn-
tactic and statistical information. The abstracted
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Disentangling the Wikipedia Category Graph
for Corpus Extraction

Axel-Cyrille Ngonga Ngomo, Frank Schumacher

Abstract—In several areas of research such as knowledge
management and natural language processing, domain-specific
corpora are required for tasks such as terminology extraction and
ontology learning. The presented investigations herein are based
on the assumption that Wikipedia can be used for the purpose
of corpus extraction. It presents the advantage of possessing
a semantic layer, which should ease the extraction of domain-
specific corpora. Yet, as the Wikipedia category graph is scale-
free, it can not be used as it is for these purposes. In this paper, we
propose a novel approach to graph clustering called BorderFlow,
which we use and evaluate on the Wikipedia category graph.
Additional possible applications of these results in the area of
information retrieval are presented.

Index Terms—Natural Language Processing, Local Graph
Clustering, Corpus Extraction

I. INTRODUCTION

SEVERAL areas of research (e.g., knowledge manage-
ment, natural language processing (NLP)) require domain-

specific knowledge for tasks such as information retrieval (IR),
lexicon extraction and ontology learning. In order to remedy
the lack of domain-specific text corpora in certain domains,
the Web has been used as supplementary data source. The
investigations presented herein are based on the assumption
that Wikipedia can provide a good starting point for this
task, as it provides high-quality text and is freely accessible.
A naive approach to the extraction of domain-specific text
corpora from Wikipedia would consist of two steps: selecting
the node(s) of the category graph which describe best the
data required, and fetching iteratively all related categories
(related means here, for example, categories appearing in the
same articles or subcategories). Yet, such an approach would
fail due to the fact that the Wikipedia category graph (WCG)
presents a high degree of connectivity as it is scale-free [12].
An iterative approach would thus select too many if not all
categories when iterated sufficiently often, since it would tend
to integrate hubs. Furthermore, the WCG does not present
an explicit similarity relation between categories, which could
be used for the purpose described above. In this paper, we
present a novel soft graph clustering approach, BorderFlow,
which allows the discovery of clusters of paradigmatically
related categories. Consequently, it enables the retrieval of
domain-specific corpora, which can be extracted by retrieving
all the pages tagged with the categories belonging to a certain
domain, i.e., to a certain cluster. It is of great importance

Axel-Cyrille Ngonga Ngomo and Frank Schumacher are with the Depart-
ment of Computer Science, University of Leipzig, Germany, Johannisalle 23,
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that the algorithm is fuzzy, as a category can belong to more
than one domain. For example, “graph clustering” can be
seen as belonging to mathematics and to computer sciences.
BorderFlow allows the online detection (i.e. the detection at
runtime) of clusters in large graphs generated by a given seed,
making it suitable to be used in several Web2.0 applications
such as the instantiation and exploration of taxonomies and
ontologies and the generation of novel user interfaces for
adaptive IR.

The rest of this paper is organized as follows: the next
section presents some related work on graph clustering. In the
subsequent section, the theoretical background of BorderFlow
is elucidated, including a heuristic guaranteeing short run times
on large graphs such as the WCG. Thereafter, the current
implementation is described. The results achieved on the WCG
and further possible applications of this clustering algorithm
in the context of NLP are finally discussed.

II. RELATED WORK

Graph clustering algorithms have been a topic of intense
research in the past decade. They try to maximize or minimize
a given criterion such as conductance, inter-cluster similarity
or silhouette factor [9]. Markov Clustering (MCL) [11] for
example tries to maximize the flow within a cluster. It is based
on the idea that random walks that visits a cluster are likely not
to leave the cluster until they have visited many of its vertices.
Using a combination of inflation and expansion operators on
all elements of the adjacency matrix, the algorithm generates
a partition of the graph vertices.

Another clustering algorithm, which uses global information
is the Iterative Conductance Cutting (ICC) algorithm [6]. The
underlying idea of the algorithm is to iteratively separate
clusters by finding minimal conductance cuts. The algorithm is
NP-hard by itself, although it can be made polynomial when
using a heuristic based on the eigenvalue of the adjacency
matrix.

A popular algorithm in the area of NLP is Pantel’s Clus-
tering By Committee (CBC, [10]). It is a two-step algorithm,
which first discovers unambiguous cluster centers (so-called
committees) by computing sub-clusters in the top-k similarity
graph generated out a complete similarity graph. Committees
maximize the intra-cluster similarity while minimizing the
inter-cluster similarity. The elements which do not belong to
any committee are subsequently clustered in a fuzzy fashion
in the second pass. CBC demands the setting of the parameter
k, which can lead to too strict/loose committees and thus to an
inadequate clustering of the graph at hand. Nevertheless CBC
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Abstract—In this paper, we propose semantic enterprise search
as promising technical methodology for improving on accessibility
to institutional knowledge. We briefly discuss the nature of
knowledge and ignorance in respect to web-based information
retrieval before introducing our particular view on semantic
search as tight fusion of search engine and semantic web tech-
nologies, based on semantic annotations and the concept of intra-
institutionwise distributed extensibility while still maintaining
free keyword search functionality. Consequently , our archi-
tecture implementation makes strong use of the Aperture and
Lucene software frameworks but introduces the novel concept
of "RDF documents". Because our prototype system is not yet
complete, we are not able to provide performance statistics but
instead we present a concise example scenario.

I. INTRODUCTION

Intuitively, it is the duty of Universities (and, to a certain
degree, of technikons and other schools) to produce knowledge
in research and teaching.

This, we might assume, is what they do very well.
Unfortunately, we may also find that keeping, consolidating

and making accessible that knowledge, even when we restrict
ourselves to electronically stored knowledge, is a field that
is neglected in many cases – a fact that is acknowledged
by several institutions as stated in the Implementation of the
Berlin Declaration on Open Access, cf. [1] and the Berlin
Declaration on Open Access to Knowledge in the Sciences
and Humanities itself, cf. [2].

We can, for example, identity the following “knowledge
leaks” as common for many institutions:

• The conventional, if not required publishing process often
means that a researcher sums up his knowledge in an
journal article or conference paper – which eventually
gets published by some commercial company. It does
not necessarily mean that this publication is kept (elec-
tronically) in the realm of the home university of the
mentioned researcher and be available to other members
– students or fellow researchers – of that institution. This
issue is also reflected on in [1].

• Many institutions run web-accessible publication
databases, like eprint archives, citation indexes and such
– sometimes even at the department or team level. While
these repositories usually provide for intra-repository
search functionality, they cannot be searched using an
institution-wise global methodology because of the well
known “hidden web” problem (cf. e.g. [3], [4]).

• ELearning, content management and “Web 2.0” systems
(such as departmental wikis, blogs, etc.) usually re-
quire authentication (and authorization) prior to accessing
content. These knowledge sources cannot be accessed
through global methods without special adaption to these
requirements. Even then, automatic retrieval methods still
face the above mentioned “hidden web” problem.

• Other types of knowledge material are transmitted elec-
tronically but are of transient nature, such as RSS-Feeds
(on an organizational basis), mails, filestores, etc. We
hesitate to call these types “documents” because of their
temporary character - but nevertheless they might contain
valuable knowledge nonetheless.

• Some publications are simply not available electronically,
because they were published through a “pure-paper”1

process.
• Certain documents may be accessible through the “visi-

ble” intraweb of an institution, but due to an ineffective
implementation of the retrieval process they may still be
inaccessible.

In this paper, we propose a technical methodology for improv-
ing on accessibility to institutional knowledge.

We will not, however, try to solve social institutional issues
such as implementing open access publishing processes, etc2.

The remainder of this paper is structured as follows:
In the next section, we will briefly discuss the term “knowl-

edge”. After this, we will put our work in an appropriate
scientific context in section III, followed by a description
of our own approach (section IV), including our proposed
architecture and already implemented modules. Since we are
still working on a concise evaluation procedure, we will
instead preliminarily provide a realistic scenario in section
IV-C as indication for the intended functionality. Subsequently,
we conclude in section V

II. A BRIEF ELABORATION ON A SEARCH-RELATED
NOTION OF “KNOWLEDGE”

In order to clarify what we are talking about, we need to
discuss what we mean when using the term “knowledge”.
Unfortunately, even a superficial definition of the nature of
“knowledge” is far beyond the scope of a paper like this one
but we would like to prevent some common misunderstand-
ings:

1As opposed to “paper-less”.
2We will rather leave this issue to the Web2.0 community . . .
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Abstract. This paper deals with the development of the Semantic Web 
framework for very large ontologies. The Semantic Web is often associated 
with specific XML-based standards for semantics, such as RDF and OWL. 
Application of the lexical ontologies such as WordNet and others for different 
tasks on the Semantic Web requires a representation of them in RDF and/or 
OWL with possibility of the different ontology mappings, semantic workflows, 
services and other semantic technologies.  
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1   Introduction 

The Semantic Web, a Web with the meaning, is often associated with specific XML-

based standards for semantics, such as RDF and OWL [http://www.w3.org/RDF/, 

http://www.w3.org/TR/owl-features/]. If HTML and the Web made all the online 
documents look like one huge book, RDF, schema, and inference languages will make 

all the data in the world look like one huge database [1]. The Semantic Web Layer 

Cake (Fig.1) shows that there are different layers in the Semantic Web and that they 

do different things. Some of the layers can take different forms. Each of the layers is 

less general than the layers below. 

RDF (Resource Description Framework) is a markup language for describing 

information and resources on the web. RDF represents data as a set of statements 

consisting of a ‘subject’, a ‘predicate’, and an ‘object’. Each statement is also known 

as a ‘triple’ or a ‘relationship’. The Subject and the Predicate are named resources. A 

resource is represented by a URI. The Object can be a literal or another resource.  
Example of RDF data: 

(Subject) (Predicate) (Object) 

<SergeyYablonsky><name> “Serge Yablonsky”. 

<SergeyYablonsky><email> “serge_yablonsky@hotmail.com”. 

<SergeyYablonsky><PhDAdviser><AndreySukhonogov>. 

<AndreySukhonogov><email> “ASukhonogov@rambler.ru>. 

Putting information into RDF files, makes it possible for computer programs ("web 

spiders") to search, discover, pick up, collect, analyze and process information from 

the web. The Semantic Web uses RDF to describe web resources.  

Nowadays there exists a linked set of different Semantic Web resources as it is 

shown on the Fig.2. On Fig.3 the Linking Open Data (LOD) Constellation is shown. 
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SMM: Detailed, Structured Morphological Analysis
for Spanish

Cerstin Mahlow and Michael Piotrowski

Abstract—We present a morphological analyzer for Spanish
called SMM. SMM is implemented in the grammar development
framework Malaga, which is based on the formalism of Left-
Associative Grammar. We briefly present the Malaga framework,
describe the implementation decisions for some interesting mor-
phological phenomena of Spanish, and report on the evaluation
results from the analysis of corpora. SMM was originally only
designed for analyzing word forms; in this article we outline two
approaches for using SMM and the facilities provided by Malaga
to also generate verbal paradigms. SMM can also be embedded
into applications by making use of the Malaga programming
interface; we briefly discuss some application scenarios.

Index Terms—Natural language processing, morphology,
Malaga, Spanish

I. INTRODUCTION

MORPHOLOGY is one of the core processes of language.
By applying the rules for inflection, derivation, and

compounding, humans are able to create and understand the
word forms required to communicate, including the creation
of new words from existing words. To understand an utterance
in some language we have to know the rules of syntax and
morphology, as these are essential prerequisites for dealing
with semantics or even pragmatics.

From the point of view of computational linguistics, mor-
phological resources form the basis for all higher-level appli-
cations. A morphological component should thus be capable
of analyzing single word forms as well as whole corpora,
and it should provide detailed analyses describing the relevant
morphological processes. For evaluation purposes, it should
also provide statistical information on speed, accuracy, etc.
when analyzing large corpora.

The Malaga system provides a framework that supports
both the development of morphological components and their
application. In section II, we will give a short overview of
the Malaga framework and the underlying formalism of Left-
Associative Grammar. In the rest of this article, we will then
present a specific application of Malaga, a morphological
component for Spanish – the Spanish Malaga Morphology
(SMM).

In section III, we describe some important morphological
phenomena of Spanish and present a number of principles
for handling these phenomena, which guided the design of
SMM. In section IV, we describe the implementation of SMM.
Section V reports on the performance of SMM on two corpora.
This is followed by an overview of related work (section VI)
and a discussion of the use of SMM in a variety of applications.

The authors are with the Institute of Computational Linguistics, Uni-
versity of Zurich, Binzmühlestrasse 14, 8050 Zurich, Switzerland (e-mail:
mahlow@cl.uzh.ch; mxp@cl.uzh.ch).

Section VIII summarizes the properties and specific advantages
of SMM and outlines future work.

II. MALAGA AND LEFT-ASSOCIATIVE GRAMMAR

Malaga is a software package for the development and
application of morphology and syntax grammars based on the
Left-Associative Grammar (LAG) formalism [1], providing a
specialized programming language and associated development
tools.

Left-Associative Grammar is based on non-deterministic
finite automata. As implemented in Malaga, the analysis states
are augmented by arbitrarily complex feature structures. In a
morphology grammar, the symbols read from the input are
allomorphs. The feature structures allow to store all available
information about the involved allomorphs and the values
resulting from the concatenation of these allomorphs. For the
presentation of analysis results the information can be filtered
to show only the features needed for a certain purpose.

Morphological components implemented in Malaga are based
on the allomorph approach, which we will briefly describe
in section IV-A.1 Thus, the run-time lexicon used by Malaga
grammars is an allomorph lexicon generated from a base form
lexicon by applying allomorphy rules at compile time.2

Malaga is able to process text in UTF-8 encoding. Besides the
morphological component for Spanish described in this paper, a
number of Malaga grammars for morphological and syntactical
analysis of English, Finnish, German, Italian, and Korean have
been created, both at the University of Erlangen (Germany),
where Malaga was originally developed, and elsewhere.

Malaga is freely available under the GNU Public License
(GPL). For the work described in this paper we used Malaga
version 7.12 on Mac OS X and Linux.3

III. SPANISH MORPHOLOGY

Spanish, an Ibero-Romance language, is one of the most
widely-spoken languages of the world. On the grounds of its
rich verbal morphology it can be classified as an inflecting
language; however, almost all of the noun inflections have
disappeared, with only a plural marker remaining.

In this section, we will give a short overview of morpholog-
ical processes and phenomena of Spanish, and briefly describe
orthographical issues. We will present them in a way that
allows us to define principles for the implementation of SMM.

1See [2] for a comparison of methods for morphological analyzers.
2See Björn Beutel: Malaga. A Grammar Development Environment for

Natural Languages, http://home.arcor.de/bjoern-beutel/malaga/ [last access
2009-02-04].

3We have also used this and earlier versions of Malaga on various versions
of Solaris, HP-UX, and NetBSD.

http://home.arcor.de/bjoern-beutel/malaga/

