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Abstract. We compare the contributions made by sequences of part of speech
tags and sequences of phrase labels for the task of grammatical relation finding.
Both are used for grammar induction, and we show that Englishlabels of gram-
matical relations follow a very strict sequential order, but not as strict as POS
tags, resulting in better performance of the latter on the relation finding task.

1 Introduction

Some approaches to parsing can be viewed as a simple context free parser with the spe-
cial feature that the context free rules of the grammar used by the parser do not exist
a priori [?,?,?]. Instead, there is a device for generating bodies of context free rules on
demand. Collins [?] and Eisner [?] use Markov chains as the generative device, while
Infante-Lopez and De Rijke [?] use the more general class of probabilistic automata.
These devices are induced from sample instances obtained from tree-banks. The learn-
ing strategy consists of coping all bodies of rules inside the Penn Tree-bank (PTB) to
a bodies of rules sample bag which is then treated as the sample bag of anunknown
regular language. This unknown regular language is to be induced from the sample bag,
which is, later on, used for generating new bodies of rules.

Usually, the induced regular language is described by meansof a probabilistic au-
tomata. The quality of the resulting automata depends on many things; the alphabet of
the target regular language being one. At least two such alphabets have been considered
in the literature: Part of Speech (POS) tags and grammaticalrelations (GRs), where the
latter are labels describing the relation between the main verb and its dependents; they
can be viewed as a kind of non-terminal labels. Using one or the other alphabets for
grammar induction might produce different results on the overall parsing task. Which
of the two produces “better” automata, that produce “betterrules,” which in turn lead to
“better” parsing scores? This is our main research questionin this paper.

Let us provide some further motivation and explanations. Inorder to obtain phrase
structures like the ones retrieved in [?], the dependents of a POS tag should consist


