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Preface

CICLing 2006 (www.CICLing.org) was the 7th Annual Conference on Intelligent
Text Processing and Computational Linguistics. The CICLing conferences are
intended to provide a wide-scope forum for discussion of the internal art and craft
of natural language processing research and the best practices in its applications.

This volume contains the papers included in the main conference program
(full papers) and selected papers from the poster session (short papers). Other
poster session papers were included in a special issue of the journal Research on
Computing Science; see information on this issue on the website. The previous
CICLing conferences since 2001 were also published in Springer-Verlag’s Lecture
Notes in Computer Science (LNCS) series, vol. 2004, 2276, 2588, 2945, and 3406.

The number of submissions to CICLing 2006 was higher than that of the
previous conferences: 141 full papers and 35 short papers by 480 authors from 37
countries were submitted for evaluation, see Tables 1 and 2. Each submission was
reviewed by at least two independent Program Committee members. This book
contains revised versions of 43 full papers (presented orally at the conference)
and 16 short papers (presented as posters) by 177 authors from 24 countries
selected for inclusion in the conference program. The acceptance rate was 30.4%
for full papers and 45.7% for short papers.

The book is structured into two parts subdivided into 14 sections represen-
tative of the main tasks and applications of Natural Language Processing:

Computational Linguistics Research

– Lexical Resources
– Corpus-based Knowledge Acquisition
– Morphology and Part-of-Speech Tagging
– Syntax and Parsing
– Word Sense Disambiguation and Anaphora Resolution
– Semantics
– Text Generation
– Natural Language Interfaces and Speech Processing

Intelligent Text Processing Applications

– Information Retrieval
– Question Answering
– Text Summarization
– Information Extraction and Text Mining
– Text Classification
– Authoring Tools and Spelling Correction

The volume features invited papers by Eduard Hovy of the Information
Sciences Institute, University of Southern California, Nancy Ide of the Vassar
College, and Rada Mihalcea of the University of North Texas, who presented
excellent keynote lectures at the conference. Publication of extended full-text
invited papers in the Proceedings is a distinctive feature of CICLing confer-
ences. What is more, in addition to presentation of their invited papers, the
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Table 1. Statistics of submissions and accepted papers by country or region.

Country Authors Papers1 Country Authors Papers1

or region Subm Accp Subm Accp or region Subm Accp Subm Accp

Algeria 2 – 1 – Korea, South 67 17 29 7
Argentina 1 1 0.5 0.5 Lebanon 1 – 1 –
Austria 6 – 1 – Mexico 51 24 17.65 7.23
Belgium 2 1 1.2 0.2 Netherlands 1 1 0.5 0.5
Brazil 10 10 3.33 3.33 Norway 2 – 1 –
Canada 10 5 5 2 Portugal 6 6 1.5 1.5
Chile 3 – 0.65 – Romania 2 – 1.5 –
China 68 19 22 5.45 Russia 5 1 2.25 0.25
Costa Rica 1 – 0.5 – Singapore 1 1 0.25 0.25
Cuba 1 1 0.25 0.25 Spain 49 22 14.1 6
Czech Republic 9 2 5 1 Sweden 2 – 2 –
France 12 1 5.7 1 Taiwan 12 3 4 1
Germany 2 1 0.53 0.33 Tunisia 3 3 1 1
Hong Kong 25 12 9.8 4.8 Turkey 3 – 2 –
India 21 2 10 1 UAE 2 – 1 –
Ireland 4 – 1 – UK 3 2 0.8 0.6
Israel 3 – 1 – USA 29 22 11.27 8
Italy 3 2 1 0.5 Uruguay 1 – 0.5 –
Japan 57 18 15.25 5.5 Total: 480 177 176 59

1 Counted by authors. E.g, for a paper by 3 authors: 2 from Mexico and 1 from
USA, we added 2

3
to Mexico and 1

3
to USA.

keynote speakers organized separate vivid informal discussions and encouraging
tutorials—which is also a distinctive feature of this conference series.

The following papers received the Best Paper Awards and the Best Student
Paper Award, correspondingly:

1st Place: Shallow Case Role Annotation using Two-Stage Feature-Enhanced String
Matching, by Samuel Chan;

2nd Place: Finite State Grammar Transduction from Distributed Collected Knowl-
edge, by Rakesh Gupta and Ken Hennacy;

3rd Place: Automatic Acquisition of Question Reformulations for Question Answering,
by Jamileh Yousefi and Leila Kosseim;

Student: Clustering Abstracts of Scientific Texts using the Transition Point Tech-
nique, by David Pinto, Héctor Jiménez-Salazar and Paolo Rosso.

The Best Student Paper was selected out of papers with the first author being
a full-time student. The authors of the awarded papers were given extended
time for their presentations. In addition, the Best Presentation Award and Best
Poster Award winners were selected by a ballot among the participants of the
conference.

Besides its high scientific level, one of the success factors of CICLing confer-
ences is their excellent cultural program. CICLing 2006 was held in Mexico, a
wonderful country rich in culture, history, and nature. The participants of the
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Table 2. Statistics of submissions and accepted papers by topic.2

Topic Submitted Accepted

Theories and formalisms 9 2 22%
Lexical resources 29 13 44%
Statistical methods and machine learning 35 13 37%
Corpus linguistics 21 11 52%
Morphology 11 5 45%
Syntax (linguistic aspects) 12 4 33%
Parsing (technical aspects) 13 5 38%
Ambiguity resolution 16 9 56%
Word Sense Disambiguation 16 7 43%
Anaphora resolution 3 1 33%
Semantics 29 9 31%
Knowledge representation 26 4 15%
Text generation 4 4 100%
Machine translation 7 1 14%
Discourse and dialogue 8 4 50%
Natural language interfaces 10 3 30%
Speech recognition 8 3 37%
Speech synthesis 2 1 50%
Information retrieval 42 11 26%
Information extraction 25 4 16%
Text mining 26 6 23%
Summarization 6 3 50%
Text categorization 21 4 19%
Text clustering 12 5 41%
Spell checking 2 1 50%
Other: computational linguistics art and craft 12 2 16%
Other: text processing applications 38 13 34%

2 According to the topics indicated by the authors. A paper may be
assigned to more than one topic.

conference had a chance to see the solemn 2000-years-old pyramids of the leg-
endary Teotihuacanas, a monarch butterfly wintering site where the old pines
are covered with millions of butterflies as if they were leaves, a great cave with
85-meter halls and a river flowing from it, Aztec warriors dancing in the street
in their colorful plumages, and the largest anthropological museum in the world;
see photos at www.CICLing.org.

I want to thank all people involved in the organization of this conference. In
the first place these are the authors of the papers constituting this book: it is
the excellence of their research work that gives value to the book and sense to
the work of all other people involved. I thank the Program Committee members
for their hard and very professional work on reviewing so many submissions in
a short time. Very special thanks go to Manuel Vilares and his group, John
Tait and his group, Nicolas Nikolov, Rada Mihalcea, Ted Pedersen, and Oana
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Postolache for their invaluable support in the reviewing process. The Best Paper
Award selection working group included Alexander Gelbukh, Eduard Hovy, Rada
Mihalcea, Ted Pedersen, and Yorick Wiks.

The entire submission, reviewing, and selection process, as well as putting to-
gether the Proceedings, was supported for free by the EasyChair system
(www.EasyChair.org); I express my gratitude to its author Andrei Voronkov
for his constant support and help. I also express my most cordial thanks to the
members of the local Organizing Committee for their considerable contribution
to making this conference become a reality, and to our sponsoring organization—
the Center for Computing Research (CIC) of the National Polytechnic Institute
(IPN), Mexico—for hosting the conference. Last but not least, I deeply appre-
ciate the Springer-Verlag staff’s patience and help in editing this volume—it is
always a great pleasure to work with them.

December 2005 Alexander Gelbukh
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Raquel Mart́ınez
Jaime Mendez
Dragos Stefan Munteanu
Crystal Nakatsu
Apostol Natsev
Matteo Negri
Michael Oakes
Octavian Popescu
Oana Postolache
Christoph Reichenbach
Francisco Ribadas Peña
German Rigau
Tarek Sherif
Radu Soricut
Chris Stokoe
Rajen Subba
Hristo Tanev
Martin Thomas
Jesus Vilares Ferro
Zhuli Xie

Organizing Committee

Hiram Calvo Castro
Hugo Coyote Estrada
Ignacio Garćıa Araoz
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Abstract. The work described in this paper was originally motivated by the 
need to map verbs associated with FrameNet 2.0 frames to appropriate Word-
Net 2.0 senses. As the work evolved, it became apparent that the developed 
method was applicable for a number of other tasks, including assignment of 
WordNet senses to word lists used in attitude and opinion analysis, and collaps-
ing WordNet senses into coarser-grained groupings. We describe the method 
for mapping FrameNet lexical units to WordNet senses and demonstrate its ap-
plicability to these additional tasks. We conclude with a general discussion of 
the viability of using this method with automatically sense-tagged data. 

1   Introduction 

Lists of semantically-related words and phrases are heavily used in many automatic 
language processing tasks. A common use of such lists in recent work is in attitude or 
opinion analysis, where words indicative of a given semantic orientation—often, 
“positive” or negative” polarity—are detected to classify documents such as movie 
and product reviews as more or less favorable ([1], [2], [3]). Approaches include 
simple term counting [4] as well as training machine learning algorithms to classify 
documents.  In machine learning approaches, semantically-related words and phrases 
are often used as a part of the feature set (e.g., [2], [3], [5]. NLP tasks such as event 
recognition also typically rely on lists of semantically-related verbs coupled with 
frames or patterns that are used to identify participants, etc. (e.g., [6] [7]).  

Largely due to the recent upsurge in work on attitude and opinion analysis, numer-
ous lists of semantically-related words have been made available within the language 
processing community. The lists are compiled using a variety of means, including 
extraction from existing resources such as lexicons, thesauri, and pre-compiled con-
tent category lists such as the General Inquirer [8]; automated extraction [2] [3]; and 
manual production; and often include hundreds or even thousands of words.  

Whatever the source, available lists of semantically-related words do not identify 
the sense of the included items, despite the fact that many of the words are highly 
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Abstract. This paper argues that wordnets, being concept-based com-
putational lexica, should include information on event and argument
structures. This general approach is relevant both for allowing compu-
tational grammars to cope with a number of different lexical semantics
phenomena, as well as for enabling inference applications to obtain finer-
grained results. We also propose new relations in order to adequately
model non explicit information and cross-part-of-speech relations.

1 Introduction

Wordnets are electronic databases developed along with the same general lines
of the so-called Princeton WordNet, an electronic database of English [1,2] con-
taining nouns, verbs, adjectives, and adverbs. This database is structured as a
network of relations between synsets (a set of roughly synonymous word forms).
Several other wordnets have since been developed for many other languages
and the number of relations adopted by the system has been enlarged (see for
instance EuroWordNet [3]). In this paper we will show how wordnets can be
integrated with a finer-grained lexical description framework in order to deal
with various complex lexical semantics phenomena in a general and systematic
way. Such an extension can be used both for deep lexical semantics analysis in
computational grammars, and for a finer-grained linguistic knowledge-base in
inference and question answering systems.

In Section 2 we will discuss the hyponymy/hypernymy relation. Following
[4] we propose augmenting wordnet synset nodes with rich lexical-semantics de-
scriptions which allow to explicitly capture the semantic inheritance patterns
between hyponyms and hypernyms. We discuss some technical issues concerning
this approach and provide a more general alternative view of semantic com-
patibility. Section 3 is dedicated to the verbal lexicon, focusing on argument

⋆ The research reported in this paper has been partially supported by Instituto
Camões, Fundação Calouste Gulbenkian, and Fundação para a Ciência e Tecnologia
through the WordNet.PT, UniNet.PT, and COMPGRAM projects.

⋆⋆ Supported by FCT grant SFRH/BD/13875/2003.
⋆ ⋆ ⋆ Supported by FCT grant SFRH/BD/8524/2002.
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Abstract. Annotated corpora are valuable resources for NLP which are
often costly to create. We introduce a method for transferring annotation
from a morphologically annotated corpus of a source language to a target
language. Our approach assumes only that an unannotated text corpus
exists for the target language and a simple textbook which describes the
basic morphological properties of that language is available. Our paper
describes experiments with Polish, Czech, and Russian. However, the
method is not tied in any way to these languages. In all the experiments
we use the TnT tagger ([3]), a second-order Markov model. Our approach
assumes that the information acquired about one language can be used
for processing a related language. We have found out that even breath-
takingly naive things (such as approximating the Russian transitions by
Czech and/or Polish and approximating the Russian emissions by (man-
ually/automatically derived) Czech cognates) can lead to a significant
improvement of the tagger’s performance.

1 Introduction

Genetically related languages posses a number of properties in common. For
example, Czech and Russian are similar in many areas, including lexicon, mor-
phology, and syntax (they have so-called free word-order). This paper explores
the resemblances between Czech, Russian, and Polish, as well as exploits linguis-
tic knowledge about these languages for automatic morpho-syntactic annotation
without using parallel corpora or bilingual lexicons. Our experiments use these
three languages; however, a broader goal of this work is to explore the general
possibility of porting linguistic knowledge acquired in one language to another.
This portability issue is especially relevant for minority languages with few re-
sources.

Cross-language information transfer is not new; however, most of the existing
work relies on parallel corpora (e.g. [7, 11, 12]) which are difficult to find, espe-
cially for lesser studied languages, including many Slavic languages. In our work,
we explore a new avenue — We use a resource-rich language (e.g. Czech/Polish)
to process a resource-poor genetically related language (e.g. Russian) without
using a bilingual lexicon or a parallel corpus.

We tag Russian by combining information from a resource-light morpholog-
ical analyzer ([5]) and information derived from Czech and Polish.
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Abstract. In this paper, we propose a sentence segmentation model for
a semi-automatic tree annotation tool using a parsing model. For the
purpose of improving both parsing performance and parsing complexity
without any modification of the parsing model, the tree annotation tool
performs two-phase parsing for the intra-structure of each segment and
the inter-structure of the segments after segmenting a sentence. Experi-
mental results show that it can reduce manual effort about 28.3% by the
proposed sentence segmentation model because an annotator’s interven-
tion related to cancellation and reconstruction remarkably decrease.

1 Introduction

A treebank is a corpus annotated with syntactic information. In order to reduce
manual effort for building a treebank by decreasing the frequency of the human
annotators’ intervention, several approaches have tried to assign an unambigu-
ous partial syntactic structure to a segment of each sentence. The approaches
[1, 2] utilize the reliable heuristic rules written by the grammarians. However,
it is too difficult to modify the heuristic rules, and to change the features used
for constructing the heuristic rules [3]. One the other hand, the approaches [3, 4]
use the rules which are automatically extracted from an already built treebank.
Nevertheless, they place a limit on the manual effort reduction and the anno-
tating efficiency improvement because the extracted rules are less credible than
the heuristics.

In this paper, we propose a tree annotation tool using an automatic full
parsing model for the purpose of shifting the responsibility of extracting the
reliable syntactic rules to the parsing model. In order to improve both parsing
performance and parsing complexity without any modification of the parsing
model, it utilizes a sentence segmentation model so that it performs two-phase
parsing for the intra-structure of each segment and the inter-structure of the
segments after segmenting a sentence. Next, section 2 will describe the proposed
sentence segmentation model for the tree annotation tool, and section 3 shows
the experimental results. Finally, we conclude this paper in section 4.
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Abstract. In this paper, we propose a new variant of the breadth-first shortest 

path search called Markov Cluster Shortest Path (MCSP). This is applied to the 

associative semantic network to show us the flow of association between two 

very different concepts, by providing the shortest path of them. MCSP is 

obtained from the virtual adjacency matrix of the hard clusters taken as vertices 

after MCL process. Since each hard cluster grouped by concepts as a result of 

MCL has no overlap with others, we propose a method called Alibi-breaking 

algorithm, which calculates the adjacency matrix of them in a way of collecting 

their past overlapping information by tracing back to the on-going MCL loops. 

The comparison is made between MCSP and the ordinary shortest paths to 

know the difference in quality. 

1 Introduction 

In the leading network science, the graph structure and scale problem has risen as a 

renewed matter of concern. The same thing is true of the corpus or cognitive 

linguistics that allows us to see the world of language as a large-scale graph of words. 

If a word is associated in a certain sense to the other, it is told that they are connected 

with each other and all the words taken in this way as nodes (vertices) are linked 

together by a set of edges corresponding here with the lexical association. In this 

structure, the shortest path between two random words or concepts represents their 

distance in semantic networks. Steyvers et al. (2003) showed that large-scale word 

association data possess a small-world structure characterized by the combination of 

highly clustered neighborhoods and a short average path length. According to them, 

the average shortest path (SP) length between any two words was 3.03 in the 

Undirected Associative Network of Nelson et al, 4.26 in their Directed Associative 

Network, 5.43 in Roget's thesaurus and 10.61 in WordNet. 

It also held true in Ishizaki Associative Concepts Dictionary of Japanese Words (in 

abbreviation, ACD), which offered us lexical association data for graph manipulation. 

Its average shortest path (SP) length was 3.442 in the 43 word pairs randomly chosen 

from it. Despite such low values, however, it took a relatively long time (according to 

our experiment mentioned below, more than 1 minute on average) by the usual 

searching method that automatically traces the shortest routes based on the word node 

connectivity in semantic networks. This kind of word-to-word distance measure not 
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Abstract. We present a statistical generative model for unsupervised learning 
of verb argument structures. The model was used to automatically induce the 
argument structures for the 1,500 most frequent verbs of English. In an evalua-
tion carried out for a representative sample of verbs, more than 90% of the in-
duced argument structures were judged correct by human subjects. The induced 
structures also overlap significantly with those in PropBank, exhibiting some 
correct patterns of usage that are not present in this manually developed seman-
tic resource. 

1   Introduction 

Inspired by the impact that the availability of Penn Treebank (Marcus et al., 1993; 
Marcus, 1994) had on syntactic parsing, several efforts have recently focused on the 
creation of semantically annotated resources. The annotation of verb arguments, their 
roles, and preferential linguistic behaviors represents a significant fraction of these 
efforts. The annotations that we are focusing on here pertain to the argument struc-
tures of a verb. In particular, we look for the words/concepts that constitute the argu-
ments required by the verbs when these are used in real sentences. 

The determination of verb argument structures has been shown to be a hard task 
for several reasons. Little agreement exists with respect to (a) how many canonical 
usages a verb has, (b) which arguments are really required by a verb and (c) in what 
order they may be realized in sentences. For instance, examples (1)-(3) show some 
patterns of usage for the verb bought. 
(1) He had bought them gifts. 
(2) He bought it 40 years ago. 
(3) About 8 million home water heaters are bought each year. 
  
Intuitively, one can induce from these examples that the object/thing that is bought 
(“gifts” in sentence (1), “it” in sentence (2), and “about 8 million home water heaters” 
in sentence (3)) is more likely to be a required argument for the verb than the time 
when the buying event occurred, since the thing bought is specified in all the cases 
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Abstract. This paper presents a semi-automatic approach for extracting knowl-
edge from natural language texts in Spanish. The knowledge is acquired and 
learned through the combination of NLP techniques for analyzing text frag-
ments, the ontological technology for representing knowledge and MCRDR, a 
case-based reasoning methodology. This approach has been applied in the on-
cology domain and the results of this application are discussed in this work. 

1 INTRODUCTION 

Spanish is the official language of a significant amount of countries, and it has mil-
lions of speakers world-wide. Hence, there is a huge amount of information and 
knowledge in Spanish documents. So, extracting knowledge from such texts would 
be beneficial and of great help for the Spanish speaking community. The recognition 
of natural language has been traditionally viewed as a linguistic issue and based on 
grammars. However, grammars have different drawbacks, such as the fact that they 
are unable of managing ambiguity, imprecision, variability, etc. In order to overcome 
the drawbacks of grammar approaches, we have developed a methodology for acquir-
ing knowledge from texts in an incremental way based on knowledge engineering and 
natural language processing techniques. In this paper, we describe such methodology 
and how it is capable of extracting knowledge from pieces of Spanish free texts. The 
combination of knowledge engineering technologies with natural language processing 
techniques provides us the goodnesses of both areas. As far as knowledge engineer-
ing technologies are concerned, two have been included in the methodology, namely, 
ontologies and MCRDR. Let us introduce now both technologies and the reason why 
they are used in the methodology. 
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Abstract. We develop statistical measures for assessing the acceptability of a
frequent class of multiword expressions. We also use the measures to estimate
the degree of productivity of the expressions over semantically related nouns. We
show that a linguistically-inspired measure outperforms a standard measure of
collocation in its match with human judgments. The measure uses simple extrac-
tion techniques over non-marked-up web data.

1 Light Verb Constructions

Recent work in NLP has recognized the challenges posed by the rich variety of mul-
tiword expressions (MWEs) (e.g., Sag et al., 2002). One unsolved problem posed by
MWEs is how they should be encoded in a computational lexicon. Many MWEs are
syntactically flexible; for these it is inappropriate to treat the full expression as a single
word. However, fully compositional techniques can lead to overgeneralization, because
flexible MWEs are often semi-productive: new expressions can only be formed from
limited combinations of semantically and syntactically similar component words. In or-
der to achieve accurate lexical acquisition methods, we must determine computational
mechanisms for capturing the allowable combinations of such MWEs.

Our focus here is on light verb constructions (LVCs); these are largely composi-
tional and semi-productive MWEs having a high frequency of occurrence across many
diverse languages (Karimi, 1997; Miyamoto, 2000; Butt, 2003). LVCs combine a mem-
ber of a restricted set of light verbs, such as give, take, and make among others in En-
glish, with a wide range of complements of varying syntactic categories. We consider
a common class of LVCs, in which the complement is a noun generally used with an
indefinite article, as in (a–c) below:

a. Priya took a walk along the beach. d. Priya walked along the beach.
b. Allene gave a smile when she saw us. e. Allene smiled when she saw us.
c. Randy made a joke to his friends. f. Randy joked to his friends.

Moreover, the complement nouns in these expressions, such as walk, smile, and joke
in (a–c), have a stem form identical to a verb. Because the light verb is “semantically
bleached” to some degree (Butt, 2003), most of the meaning of these LVCs comes from
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Abstract. Cohesion between components of collocations is already acknowl-
edged measurable by means of the Web, and cohesion measurements are used 
for some applications and extraction of new collocations. Taking a specific co-
hesion criterion SCI, we performed massive evaluations of collocate cohesion 
in Oxford Collocations Dictionary. For three groups of modificative colloca-
tions (adjectivenoun, adverbadjective, and adverb verb) SCI distribu-
tions proved to be one-peaked and compact, with rather close mean values and 
standard deviations. Thus we suggest a reliable numeric criterion for extraction 
of collocations from the Web. 

Introduction 

Let us transitorily define collocations as syntactically linked and semantically com-
patible pairs of content words. They are rather specific for each language, so elec-
tronic collocation databases compiled beforehand are needed for many applications 
(text editing, foreign language learning, syntactic analysis, word sense disambigua-
tion, detection & correction of errors etc.). Though the tools for automatic collocation 
extraction are being developed more than 15 years [7], large electronic collocation da-
tabases do not exist to the date for well-known languages. 

The Web is acknowledged now as a huge corpus for automatic collocation extrac-
tion and this it is supposed possible with a numeric criterion of coherence between 
collocates [2, 6]. An application of corpus-oriented criteria to Web statistics theoreti-
cally is not grounded, since the Web counts occurrences and co-occurrences in pages, 
not words. Since a theory allowing to recalculate the numbers of relevant pages to the 
numbers of words occurred in them does not exist nowadays, we are free to use both 
formulas recommended for corpuses, re-conceptualizing page numbers as word num-
bers, and any analogous formulas operating by numbers of relevant pages. 

                                                           
* Work done under partial support of Mexican Government (CONACyT, SNI) and CGEPI-

IPN, Mexico. 
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Abstract. In this paper, we present a new approach to align sentences in bilin-

gual parallel corpora based on a probabilistic neural network (P-NNT) classifier. 

A feature parameter vector is extracted from the text pair under consideration. 

This vector contains text features such as length, punctuation score, and cog-

nate score values. A set of manually aligned training data was used to train the 

probabilistic neural network. Another set of data was used for testing. Using the 

probabilistic neural network approach, an error reduction of 27% was achieved 

over the length based approach when applied on English-Arabic parallel docu-

ments. 

1   Introduction 

Recently, much work has been reported on sentence alignment using different tech-

niques [1]. Length-based approaches (length as a function of sentence characters [2] 

or sentence words [3]) were the most interesting. These approaches work quite well 

with clean input, such as the Canadian Hansards corpus, however they do not work 

well with noisy document pairs. Moreover, these approaches require that the para-

graph boundaries be clearly marked, which is not the case for most of document pairs. 

Cognate approaches have also been proposed and have been combined with length-

based approaches to improve alignment accuracy [4, 5]. They have used sentence 

cognates such as digits, alphanumerical symbols, punctuation, and alphabetical words. 

However both of Simard and Thomas did not take the text length between two succes-

sive cognates (Simard case) or punctuations (Thomas case) into account which in-

creased the system confusion that leads to execution time increase and accuracy de-

crease (we have avoided this drawback in this work). 

   In this paper we present a non-traditional approach for the sentence alignment prob-

lem. In the sentence alignment problem, we may have 1-0 (One English sentence does 

not match any of the Arabic sentences), 0-1, 1-1, 1-2, 2-1, 2-2, 1-3 and 3-1. There may 

be more categories in bi-texts, however they are rare, hence we consider only the 

previous mentioned categories. As illustrated above, we have eight sentence alignment 

categories. Hence, we can consider sentence alignment as a classification problem. 

This classification problem may be solved by using a probabilistic neural network 

classifier. 
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Abstract. Two of the problems that should arise when developing a
stemming scheme for diachronic corpora are: (1) morphological systems
of natural languages may vary throughout time, and these changes are
normally not documented sufficiently; and (2) they exhibit very diverse
orthographic characteristics. In this short paper, a stemming strategy
for a diachronic corpus of Mexican Spanish is briefly described, which
partially faces up to these problems. Success rates of the method are
contrasted to those of a Porter stemmer.

1 Introduction

Diachronic corpora for the Spanish language have become available for vari-
ous kinds of research. Two widely known corpora are the RAE’s Corpus dia-
crónico del español, CORDE (http://www.rae.es/), and Mark Davies’ Corpus del
español (http://www.corpusdelespanol.org/). Recently, a first version of the Cor-
pus histórico del español de México, CHEM (http://www.iling.unam.mx/chem/),
became available to the public for the study of the Spanish used in Mexico from
the arrival of Europeans to the 19th century.

Many tools for the exploitation and analysis of corpora require a lemmati-
zation process, which is often reduced to simple stemming or graphical word
truncation to eliminate inflections. Simple techniques such as the Porter algo-
rithm [1] are regularly applied to corpora of many languages, but they require
knowledge of their morphology. Fortunately, in comparison with other languages,
Spanish morphology has changed relatively little during the last five centuries.
So, a Porter stemmer for today’s Spanish could presumably be applied to those
centuries in order to accomplish inflection removal. However, given that tech-
niques exist which can be used for stemming without having to code morphologi-
cal knowledge into the algorithm, it is worthwhile to compare them to the Porter
method in order to appreciate what scheme would be better for the CHEM.

In this short paper, the stemming strategy devised for this corpus is described
and contrasted with an implementation of the Porter stemmer.1 The strategy
1 Various implementations of the Porter algorithm for Spanish are available (based on
http://snowball.tartarus.org/). In this experiment a version for contemporary
Spanish developed at GIL-IINGEN-UNAM, was used.
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Abstract. Word frequencies play important roles in a variety of NLP-related 
applications. Word frequency estimation for Chinese is a big challenge due to 
characteristics of Chinese, in particular word-formation and word segmentation. 
This paper concerns the issue of word frequency estimation in the condition that 
we only have a Chinese wordlist and a raw Chinese corpus with arbitrarily large 
size, and do not perform any manual annotation to the corpus. Several realistic 
schemes for approximating word frequencies under the framework of STR 
(frequency of string of characters as an approximation of word frequency) and 
MM (Maximal matching) are presented. Large-scale experiments indicate that 
the proposed scheme, MinMaxMM, can significantly benefit the estimation of 
word frequencies, though its performance is still not very satisfactory in some 
cases. 

1   Introduction 

Word frequencies play important roles in a variety of NLP-related applications, for 
example, TF in information retrieval. The estimation of word frequencies for English 
is very easy –  it can be done by running a simple program to count word occurrences 
in a (in fact, any arbitrarily huge) corpus. In case of Chinese where no explicit word 
boundaries like spaces exist between words in texts, the task becomes very complex.  

In general, a fully correct word-segmented Chinese corpus is a prerequisite for 
calculating word frequencies (Liu 1973). However, we face two difficulties in this 
respect. The first one is such a ‘fully correct’ corpus, or, a corpus with ideal 
segmentation consistency, is extremely difficult to obtain due to a main characteristic 
of Chinese word-formation: the borders between morphemes, words, and phrases of 
Chinese are fuzzy in nature (Dai 1992; Chen 1994), though the definition for ‘word’ 
from the linguistic perspective seems very clear (Zhu 1982;Tang 1992). A large 
number of linguistic constituents could be regarded as words by some linguists 
whereas be regarded as phrases by others (even for a specific linguist, his feeling to 
some constituents may change in between from time to time), resulting in serious 
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Abstract. Abbreviated words carry critical information in the literature
of many special domains. This paper reports our research in recognizing
dotted abbreviations with MaxEnt model. The key points in our work
include: (1) allowing the model to optimize with as many features as pos-
sible to capture the text characteristics of context words, and (2) utilizing
simple lexical information such as sentence-initial words and candidate
word length for performance enhancement. Experimental results show
that this approach achieves impressive performance on the WSJ corpus.

1 Introduction

The literature in many special domains, e.g., biomedical, has been growing
rapidly in recent years with a large number of abbreviations carrying critical
information, e.g., proper names and terminology. There is an increasing interest
in practical techniques for identifying abbreviations from plain texts.

There are several typical forms of abbreviation, including acronyms, blend-
ing, and dotted strings. Previous research [2, 7] illustrated significant success
in identifying and pairing short form terms, referred to as abbreviations, most
of which are acronyms, and their original long forms, referred to as definitions,
e.g., <HIV, Human Immunodeficiency Virus>. This paper is intended to report our
recent work to apply the Maximum Entropy (MaxEnt) model to identify abbre-
viations in another form, i.e., dotted strings, e.g., “abbr.” for “abbreviation”,
“Jan.” for “January”. Popular abbreviations of this kind such as “Mr.”, “Dr.”,
“Prof.”, “Corp.” and “Ltd.” are available from an ordinary dictionary. There is
no point to invent any complicated techniques for recognizing them. The avail-
ability of such a sample set, however, gives us great convenience to evaluate the
performance of a learning model on recognizing abbreviations with a particular
surface form. The significance of this approach lies in the plausibility that similar
methodology can be applied to abbreviations with some other common surface
characteristics, e.g., in parentheses.

Aiming at this objective, we intend to allow the MaxEnt model to optimize
with as many features as possible to capture the text form characteristics of con-
text words and with some special features to utilize simple lexical information
such as candidate word length and sentence-initial words that can be derived
from the training data straightforwardly. Section 2 below presents feature se-
lection for MaxEnt model training, and Sect. 3 the experiments for evaluation.
Section 4 concludes the paper in terms of experimental results.
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Abstract. In this paper, we address the problem of Part-Of-Speech tagging of 
Arabic texts with vowel marks. After the description of the specificities of 
Arabic language and the induced difficulties on the task of POS-tagging, we 
propose an approach combining several methods. One of these methods, based 
on sentences patterns, is original and very attractive. We present, afterward, the 
multi-agent architecture that we adopted for the conception and the realization 
of our POS-tagging system. The multi-agent architecture is justified by the need 
for collaboration, parallelism and competition between the different agents. 
Finally, we expose the implementation and the evaluation of the system 
implemented. 

1   Introduction 

The process of Part-Of-Speech tagging was widely automated for English and French 
and for many others European languages giving a rate of accuracy ranging from 95 % 
to 98 %. We find on the Web, many tagged corpora as well as programs of POS-
tagging for these languages. The methods used by these POS-taggers are various, 
namely stochastic approaches such as the Hidden Markov Model [1], the decision 
trees [2], the maximum entropy model [3], rules-based approaches inspired in their 
majority of the transformation rules-based POS-tagging [4], hybrid approaches [5] 
(statistics and rules-based), or combined ones [6] and [7]. 

Unfortunately, the situation is different for Arabic as there are neither POS-taggers 
nor tagged corpora available.  Nevertheless, some Arabic POS-taggers [8], [9] and 
[10] started to appear with an accuracy going from 85% to 90% on average for texts 
with vowel marks and by about 65% for texts without vowel marks. 

This gap noted for Arabic language is especially due to, its particular 
characteristics, which, involve firstly, a rate of grammatical ambiguity relatively more 
significant than for other languages, and secondly, make impossible the application of 
existing POS-taggers without any change. Thus, obtaining improving accuracy 
remains a challenge to reach for Arabic language. 

Accordingly, we propose a POS-tagging system for Arabic texts.  Due to the 
complexity of the problem, and in order to decrease grammatical ambiguity, we have 
restricted the scope of our investigation: we only treat texts with vowels marks.  
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Abstract. In this paper, we describe a new unsupervised sentence boun-
dary detection system and present a comparative study evaluating its
performance against different systems found in the literature that have
been used to perform the task of automatic text segmentation into sen-
tences for English and Portuguese documents. The results achieved by
this new approach were as good as those of the previous systems, es-
pecially considering that the method does not require any additional
training resources.

1 Introduction

We are living today in an era of information overload. The web alone contains
about 170 terabytes of information, which is roughly 17 times the size of the
printed material in the Library of Congress of the USA; cf. [1]. However, it is be-
coming more and more difficult to use the available information. Many problems
such as the retrieval and extraction of information and the automatic summa-
rization of texts have become important research topics in computer science. The
use of automatic tools for the treatment of information has become essential to
the user because without those tools it is virtually impossible to exploit all the
relevant information available on the Web.

One pre-processing component that is essential to most text-based systems
is the automatic segmentation of a text into sentences. Existing systems for
sentence boundary detection mostly either use a set of heuristics or a super-
vised machine learning approach. The drawback of both these approaches is
that adapting them to new languages can be time and resource intensive. In the
first case, it is necessary to adapt the rules to the new language. In the second
case, a new training corpus has to be tagged manually for retraining.

In this paper, we compare a new unsupervised approach to sentence boundary
detection by Kiss & Strunk [2] with the results of a previous evaluation of three
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Abstract. Several phrase chunkers have been proposed over the past few years. 
Some state-of-the-art chunkers achieved better performance via integrating 
external resources, e.g., parsers and additional training data, or combining 
multiple learners. However, in many languages and domains, such external 
materials are not easily available and the combination of multiple learners will 
increase the cost of training and testing. In this paper, we propose a mask 
method to improve the chunking accuracy. The experimental results show that 
our chunker achieves better performance in comparison with other deep parsers 
and chunkers. For CoNLL-2000 data set, our system achieves 94.12 in F rate. 
For the base-chunking task, our system reaches 92.95 in F rate. When porting to 
Chinese, the performance of the base-chunking task is 92.36 in F rate. Also, our 
chunker is quite efficient. The complete chunking time of a 50K words 
document is about 50 seconds. 

1   Introduction 

Automatic text chunking aims to determine non-overlap phrases structures (chunks) 
in a given sentence.  These phrases are non-recursive, i.e., they cannot be included in 
other chunks [1]. Generally speaking, there are two phrase chunking tasks, including 
text chunking (shallow parsing) [15], and noun phrase (NP) chuncking [16]. The 
former aims to find the chunks that perform partial analysis of the syntactic structures 
in texts [15], while the later aims to identify the initial portions of non-recursive noun 
phrase, i.e., the first level noun phrase structures of the parsing trees [17] [19]. In this 
paper, we extend the NP chunking task to arbitrary phrase chunking, i.e., 
base-chunking. In comparison, shallow parsing extracts not only the first level but 
also the other level phrase structures of the parsing tree into the flat non-overlap 
chunks. 

Chunk information of a sentence is usually used to present syntactic relations in 
texts. In many Natural Language Processing (NLP) areas, e.g., chunking-based full 
parsing [1] [17] [24], clause identification [3] [19], semantic role labeling (SRL) [4], 
text categorization [15] and machine translation, the phrase structures provide 
down-stream syntactic features for further analysis. In many cases, an efficient and 
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Abstract. Different metrics have been proposed for the estimation of how good a
parser-produced syntactic tree is when judged by a correct tree from the treebank.
The emphasis of measurement has been on the number of correct constituents in
terms of constituent labels and bracketing accuracy. This article proposes the use
of the NIST scheme as a better alternative for the evaluation of parser output in
terms of correct match, substitution, deletion, and insertion. It describes an
experiment to measure the performance of the Survey Parser that was used to
complete the syntactic annotation of the International Corpus of English. This
article will finally report empirical scores for the performance of the parser and
outline some future research.

1 Introduction

Different metrics have been proposed and all aim at the estimation of how good a
parse tree is when judged by a correct tree from the Treebank (see [1], [2], [3], [4],
and [5]). The emphasis of measurement has been on the number of correct
constituents either in terms of constituent labels, such as labelled match, precision,
and recall, or in terms of bracketing such as bracketed match. Together with crossing
brackets, these measures indicate the number of correct and wrong matches in the
parse tree. However, these measures outlined above do not constitute a satisfactory
assessment. We may well imagine a parse tree with only two correct constituents
scoring a high rate in terms of labelled and bracketed matches, crossing brackets,
precision, and recall while deletions and insertions of nodes and associated labels
could render the parse tree totally different from the correct one.
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Fig. 1. A correct tree Fig. 2. A parser-produced tree
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Sequences of Part of Speech Tags vs. Sequences of
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Abstract. We compare the contributions made by sequences of part of speech
tags and sequences of phrase labels for the task of grammatical relation finding.
Both are used for grammar induction, and we show that Englishlabels of gram-
matical relations follow a very strict sequential order, but not as strict as POS
tags, resulting in better performance of the latter on the relation finding task.

1 Introduction

Some approaches to parsing can be viewed as a simple context free parser with the spe-
cial feature that the context free rules of the grammar used by the parser do not exist
a priori [?,?,?]. Instead, there is a device for generating bodies of context free rules on
demand. Collins [?] and Eisner [?] use Markov chains as the generative device, while
Infante-Lopez and De Rijke [?] use the more general class of probabilistic automata.
These devices are induced from sample instances obtained from tree-banks. The learn-
ing strategy consists of coping all bodies of rules inside the Penn Tree-bank (PTB) to
a bodies of rules sample bag which is then treated as the sample bag of anunknown
regular language. This unknown regular language is to be induced from the sample bag,
which is, later on, used for generating new bodies of rules.

Usually, the induced regular language is described by meansof a probabilistic au-
tomata. The quality of the resulting automata depends on many things; the alphabet of
the target regular language being one. At least two such alphabets have been considered
in the literature: Part of Speech (POS) tags and grammaticalrelations (GRs), where the
latter are labels describing the relation between the main verb and its dependents; they
can be viewed as a kind of non-terminal labels. Using one or the other alphabets for
grammar induction might produce different results on the overall parsing task. Which
of the two produces “better” automata, that produce “betterrules,” which in turn lead to
“better” parsing scores? This is our main research questionin this paper.

Let us provide some further motivation and explanations. Inorder to obtain phrase
structures like the ones retrieved in [?], the dependents of a POS tag should consist
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Abstract. The disambiguation of verbs is usually considered to be more
difficult with respect to other part-of-speech categories. This is due both
to the high polysemy of verbs compared with the other categories, and to
the lack of lexical resources providing relations between verbs and nouns.
One of such resources is WordNet, which provides plenty of information
and relationships for nouns, whereas it is less comprehensive with respect
to verbs. In this paper we focus on the disambiguation of verbs by means
of Support Vector Machines and the use of WordNet-extracted features,
based on the hyperonyms of context nouns.

1 Introduction

Word Sense Disambiguation (WSD) is an open problem in the field of Natural
Language Processing (NLP). The resolution of lexical ambiguity that appears
when a given word in a context has several different meanings is commonly
referred as Word Sense Disambiguation. Supervised approaches to WSD usually
perform better than unsupervised ones [4]. Results of the recent Senseval-31

contest attest this supremacy; moreover, recent results of the application of
Support Vector Machines (SVM), a well-known supervised learning technique,
to the Word Sense Dismbiguation task seem promising [3].

Some interesting results have been obtained recently in the supervised dis-
ambiguation of verbs [1], by using context-extracted features and a multi-class
learning architecture. The disambiguation method described in this paper repli-
cates the feature extraction model proposed in [1], with the addition of WordNet
[5] extracted features, while using a SVM-based learning architecture. The sys-
tem was tested over a subset of the Senseval-3 Lexical Sample corpus.

2 Support Vector Machines

The SVM [6] performs optimization to find a hyperplane with the largest mar-
gin that separates training examples into two classes. A test example is classified
1 http://www.senseval.org
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Abstract. Our previous study on disambiguating the preposition “with” (using 
WordNet for hypernym and meronym relations, LCS for verb and preposition 
lexical information, and features of head and complement) looked promising 
enough to warrant study for other prepositions.  Through investigation of ten 
frequently used prepositions, this paper describes general senses of prepositions 
and sense-case definitions, introduces a novel generalized sense disambiguation 
model, and demonstrates how this benefits a paraphrase recognition system. 

1  Introduction 

Why is preposition sense disambiguation important in a paraphrase recognition sys-
tem?  When two expressions describe the same situation, each is considered to be a 
paraphrase of the other.  Various authorities have mentioned the following paraphrase 
patterns: using synonyms, changing part-of-speech, reordering ideas, breaking a sen-
tence into smaller ones, substituting a word with its definition, and using different 
sentence structures.  Prepositions play a significant role in changing sentence struc-
tures more than other paraphrase patterns.  Consider the following sentences:  

 

(a)  “John builds a house with a hammer.” 
(b)  “John uses a hammer to build a house.” 
(c)  “John builds a house by using a hammer.” 
(d)  “A house is built by John who uses a hammer.” 
(e)  “A house is built by John using a hammer.” 

 

Although these sentences convey the same meaning, they have different syntactic 
structures and use different prepositions.  Sentence (a) uses ‘with’ to indicate an in-
strument used to complete an action while (b), (c), (d), and (e) have the verb ‘use’ to 
indicate a use of an instrument.  Sentences (d) and (e) are in the passive voice and 
they use the preposition ‘by’ to indicate an agent (who performs the action.)  Sentence 
(c) uses ‘by’ to indicate a secondary action of this agent in completing the primary 
action.  ‘By’ can be omitted in (c) and the sentence still has the same meaning.  

 

(f)  “John builds a house with a kitchen.”  
(g)  “John builds a house that has a kitchen.” 
(h)  “John builds a house having a kitchen.” 
(i)  “A house is built by John with a kitchen.”   
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Abstract. Previous work by Pedersen, Purandare and Kulkarni (2005)
has resulted in an unsupervised method of name discrimination that
represents the context in which an ambiguous name occurs using second
order co–occurrence features. These contexts are then clustered in order
to identify which are associated with different underlying named entities.
It also extracts descriptive and discriminating bigrams from each of the
discovered clusters in order to serve as identifying labels. These methods
have been shown to perform well with English text, although we believe
them to be language independent since they rely on lexical features and
use no syntactic features or external knowledge sources. In this paper we
apply this methodology in exactly the same way to Bulgarian, English,
Romanian, and Spanish corpora. We find that it attains discrimination
accuracy that is consistently well above that of a majority classifier,
thus providing support for the hypothesis that the method is language
independent.

1 Introduction

Purandare and Pedersen (e.g., [9], [10]) previously developed an unsupervised
method of word sense discrimination that has also been applied to name discrim-
ination by Pedersen, Purandare, and Kulkarni [8]. This method is characterized
by a reliance on lexical features, and avoids the use of syntactic or other language
dependent information. This is by design, since the method is intended to port
easily and effectively to a range of languages. However, all previous results with
this method have been reported for English only.

In this paper, we evaluate the hypothesis that this method of name discrimi-
nation is language independent by applying it to name discrimination problems
in Bulgarian, Romanian, and Spanish, as well as in English.

Ambiguity in names of people, places and organizations is an increasingly
common problem as online sources of information grow in size and coverage. For
example, Web searches for names frequently locate different entities that share
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Abstract. When you search for information regarding a particular per-
son on the web, a search engine returns many pages. Some of these pages
may be for people with the same name. How can we disambiguate these
different people with the same name? This paper presents an unsuper-
vised algorithm which produces key phrases for the different people with
the same name. These key phrases could be used to further narrow down
the search, leading to more person specific unambiguous information.
The algorithm we propose does not require any biographical or social in-
formation regarding the person. Although there are some previous work
in personal name disambiguation on the web, to our knowledge, this is the
first attempt to extract key phrases to disambiguate the different persons
with the same name. To evaluate our algorithm, we collected and hand
labeled a dataset of over 1000 Web pages retrieved from Google using
personal name queries. Our experimental results shows an improvement
over the existing methods for namesake disambiguation.

1 Introduction

The Internet has grown into a collection of billions of web pages. One of the most
important interfaces to this vast information are web search engines. We send
simple text queries to search engines and retrieve web pages. However, due to
the ambiguities in the queries and the documents, search engines return lots of
irrelevant pages. In the case of personal names, we may receive web pages to other
people with the same name (namesakes). However,the the different namesakes
appear in quite different contexts. For example if we search for Michael Jackson
in Google, among the top hundred hits we get a beer expert and a gun dealer
along with the famous singer. However, the context in which the singer appears is
quite different from his namesakes. However, context associated with a personal
name is difficult to identify. In cases where the entire web page is about the
person under consideration, the context could be the complete page. On the
other hand the context could be few sentences having the specified name. In
this paper we explore a method which uses terms extracted from web pages to
represent the context of namesakes. For example, in the case of Michael Jackson,
terms such as music, album, trial associate with the famous singer, whereas we
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Abstract. This paper presents a maximum entropy (ME)-based model for 
Chinese noun phrase metaphor recognition. The metaphor recognizing process 
will be viewed as a classification task between metaphor and literal meaning. 
Our experiments show that the metaphor recognizer based on the ME method is 
significantly better than the Example-based methods within the same context 
windows. In addition, performance is further improved by introducing 
additional features into the ME model and achieves good results in window (-
2,+2).  

1   Introduction 

The task of identifying metaphors for a large-scale corpus has received an increasing 
amount of attention in the computational linguistics literature. Metaphors, one of 
figurative languages or tropes, can lead to inaccurate translation in Machine 
Translation systems and irrelevant document retrieval in Information Retrieval 
systems. For example, the Chinese word for “翅膀”means literally “wing of an 
animal”. However, when this word appears in a particular context, it has metaphorical 
expressions. For example, 
      张开          理想          的       翅膀  (meaning “explore fantasies”) 
      Spread       fantasies     of      wings 
      where “翅膀” was not denoted the former literal meaning of “wing”, but has a 
metaphorical expression of “explore fantasies”. Information Retrieval systems should 
exclude this metaphorical expression while searching for “翅膀”. 

Much research has gone into the processing of metaphors and provides some 
metaphor understanding systems such as the Met5, which is the first system to 
recognize examples of metaphors and metonymy under the guidance of preference 
constraint view4, the Structure-Mapping Engine (SME), a program for studying 

                                                           
1 Supported by the National Grand Fundamental Research 973 Program of China under Grant No. 
2004CB318102; the National High-Tech Research and Development Plan of China under Grant Nos. 
2001AA114210，2002AA117010 (863); the National Natural Science Foundation of  China Under 
Grant No.60473138. 
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Abstract. This paper explores various factors involved in the resolution of zero 
anaphora in Chinese discourse. Our study differs from previous ones in distin-
guishing three types of utterances and using clauses as the unit of resolution. 
The hierarchical structures of utterances enable us to process inter- and intra-
utterance anaphora uniformly. Experimental results show that (1) clauses func-
tion significantly better than sentences as the unit of resolution, providing an 
improvement of precision from 36.0% to 63.4%; (2) the inclusion of cataphors 
and the use of NP forms as a criterion in Cf ranking do not lead to significant 
improvement of precision; and (3) when assigning antecedents to more than 
one zero pronoun in the same utterance, the criterion based on grammatical 
functions gives rise to better performance than that with linear orders.  

1   Introduction 

Several studies were conducted on zero anaphora for languages like Chinese [1], 
Japanese [2], Italian [3] and Turkish [4]. The Chinese study resolves zero pronouns in 
a part-of-speech tagged and shallow-parsed corpus, focusing on pronouns in topic, 
subject, or object positions in main clauses. All these studies employ Centering The-
ory (CT) [5, 6] as their framework.  

Several problems are found in previous studies. First, it is not clear what counts as 
an utterance in Chinese discourse. Previous studies either provide no specification or 
simply use commas and periods as the indicators of utterance ending. Second, the 
resolution of zero pronouns in subordinate clauses has not been well studied. Third, 
when two zero pronouns or more occur in the same utterance, it is unclear when they 
share the same antecedent and when they do not. Finally, cataphora is often not dis-
cussed in previous studies.  

2   Zero Anaphora in Chinese Discourse 

In this study, the term utterance refers to an instance of a sentence which is delimited 
by periods, exclamations, or question marks, and three types of utterances are distin-
guished, i.e. simple, compound, and complex utterances. A simple utterance consists 
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Abstract. Since the early ages of artificial intelligence, associative or semantic
networks have been proposed as representations that enable the storage of lan-
guage units and the relationships that interconnect them, allowing for a variety
of inference and reasoning processes, and simulating some of the functionalities
of the human mind. The symbolic structures that emerge from these representa-
tions correspond naturally to graphs – relational structures capable of encoding
the meaning and structure of a cohesive text, following closely the associative
or semantic memory representations. The activation or ranking of nodes in such
graph structures mimics to some extent the functioning of human memory, and
can be turned into a rich source of knowledge useful for several language pro-
cessing applications. In this paper, we suggest a framework for the application of
graph-based ranking algorithms to natural language processing, and illustrate the
application of this framework to two traditionally difficult text processing tasks:
word sense disambiguation and text summarization.

1 Introduction

Many language processing applications can be modeled by means of a graph. These
data structures have the ability to encode in a natural way the meaning and structure of
a cohesive text, and follow closely the associative or semantic memory representations.
For instance, Figure 1 shows examples of graph representations of textual units1 and
the relationships that interconnect them: 1(a) (adapted from [6]) shows a network of
concepts related by semantic relations – simulating a fragment of human memory, on
which reasoning and inferences about various concepts represented in the network can
be performed; 1(b) shows a network with similar structure, this time automatically de-
rived via definitional links in a dictionary; finally, 1(c) is a graph representation of the
cohesive structure of a text, by encoding similarity relationships between textual units.

Provided a graph representation of the text, algorithms for the activation or ranking
of nodes in such structures can be used to simulate the functioning of human memory,
consequently resulting in solutions for a variety of natural language processing tasks
that can be modeled by means of a graph. In this paper, we suggest a framework for the
application of graph-based ranking algorithms to text-based graph structures, and show
how two text processing applications: word sense disambiguation and text summariza-
tion, can find successful solutions within this framework.
1 We use the term textual unit to refer to the textual representation of a cognitive unit as defined

by Anderson [1]. It can be a word, a concept, a sentence, or any other unit that can find a
representation in language.
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Abstract. A two-stage annotation method for identification of case roles in 
Chinese sentences is proposed. The approach makes use of a feature-enhanced 
string matching technique which takes full advantage of a huge number of sen-
tence patterns in a Treebank. The first stage of the approach is a coarse-grained 
syntactic parsing which is complementary to a semantic dissimilarities analysis 
in its latter stage. The approach goes beyond shallow parsing to a deeper level 
of case role identification, while preserving robustness, without being bogged 
down into a complete linguistic analysis. The ideas described have been im-
plemented and an evaluation of 5,000 Chinese sentences is examined in order 
to justify its significances. 

1   Introduction 

Automatic information extraction is an area that has received a great deal of attention 
in recent development of computational linguistics. While a plethora of issues relating 
to questions of efficiency, flexibility, and portability, amongst others, have been thor-
oughly discussed, the problem of extracting meaning from natural texts has scarcely 
been addressed. When the size and quantity of documents available on the Internet 
are considered, the demand for a highly efficient system that identifies the semantic 
meaning is clear. Case frame1, as proposed by most linguists, is one of the most im-
portant structures that can be used to represent the meaning of sentences [9]. One 
could consider a case frame to be a special, or distinguishing, form of knowledge 
structure about sentences. Although several criteria for recognizing case frames in 
sentences have been considered in the past, none of the criteria serves as a completely 
adequate decision procedure. Most of the studies in computational linguistics do not 
provide any hints on how to map input sentences into case frames automatically, 
particularly in Chinese. As a result, both the efficiency and robustness of the tech-
                                                           

1Due to the lack of conciseness or conformity that authors have shown in using this and other 
terms, in this paper, a case frame is to be understood as an array of slots, each of which is 
labelled with a case name, and eventually possibly filled with a case filler, the whole system 
representing the underlying structure of an input sentence. 
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Abstract. The aim of Recognising Textual Entailment (RTE) is to determine
whether the meaning of a text entails the meaning of another text named hypoth-
esis. RTE systems can be applied to validate the answers of Question Answering
(QA) systems. Once the answer to a question is given by the QA system, a hy-
pothesis is built turning the question plus the answer into an affirmative form. If
the text (a given document) entails this hypothesis, then the answer is expected
to be correct. Thus, a RTE system becomes an Answer Validation system. Within
this framework the first problem is to find collections for training and testing RTE
systems. We present here the SPARTE corpus aimed at evaluating RTE systems
in Spanish. The paper presents the methodology to build SPARTE from the Span-
ish QA assessments performed at the Cross-Language Evaluation Forum (CLEF)
during the last three editions. The paper also describes the test suite and discusses
the appropriate evaluation measures together with their baselines.

1 Introduction

The task of Recognising Textual Entailment (RTE) [3] aims at deciding whether the
truth of a text entails the truth of another text named hypothesis or, in other words, if the
meaning of the hypothesis is enclosed in the meaning of the text. The entailment relation
between texts is useful for a variety of tasks as, for example, Automatic Summarisation,
where a system could eliminate the passages whose meaning is already entailed by other
passages; or Question Answering (QA), where the answer of a question must be entailed
by the text that supports the correctness of the answer.

Since RTE task has been defined recently, there exists only few corpora for train-
ing and testing RTE systems, and none of them are in Spanish. Thus, we planned the
development of SPARTE, a corpus for training and testing RTE systems in Spanish,
and specially, systems aimed at validating the correctness of the answers given by QA
systems. This automatic Answer Validation would be useful for improving QA systems
performance and also for helping humans in the assessment of QA systems output.

SPARTE has been built from the Spanish corpora used at Cross-Language Evalu-
ation Forum (CLEF) for evaluating QA systems during 2003, 2004 and 2005. At the
end of development, SPARTE contains 2962 hypothesis with a document label and a
TRUE/FALSE value indicating whether the document entails the hypothesis or not.

Section 2 describes the development of SPARTE in detail. Section 3 evaluates some
features of the corpus. Section 4 discusses and suggests the way of using SPARTE for
evaluation purposes. Section 5 is devoted to some other corpora related to RTE. Finally,
we give some conclusions and future work.
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Abstract. We present in this paper the structure of a textual entailer,
offer a detailed view of lexical aspects of entailment and study the im-
pact of syntactic information on the overall performance of the textual
entailer. It is shown that lemmatization has a big impact on the lexical
component of our approach and that syntax leads to accurate entailment
decisions for a subset of the test data.

1 Introduction

The task of textual entailment is to decide whether a text fragment the size of a
sentence, called the Text (T), can logically infer another text of same or smaller
size, called the Hypothesis (H).

Entailment has received a great deal of attention since it was proposed (in
2004) under the Recognizing Textual Entailment (RTE) Challenge [7]. In our
experiments presented here, we use the standard data set that RTE offers for
development and comparison purposes.

The purpose of this paper is to perform an analysis of the textual entailer
presented in [8]. In particular, we consider the three main subsystems of the
entailer: the lexical component, the syntactic component and the negation han-
dling component. We study each element’s contribution to the performance of
the system or a part of it. Different aspects of entailment have been analyzed by
different groups. The Related Work section describes previous work on entail-
ment analysis. Here, we analyze the task from a systemic, component angle. For
instance, we report the impact of lemmatization for entailment, which, as far as
we are aware, has yet to be reported. This type of analysis is important to better
understand the interaction among different processing modules and to improve
decisions as to whether the inclusion of a particular component is advantageous.

In our study, we conduct two levels of analysis. First, we look at how a
particular feature impacts the component to which it belongs. For instance,
lemmatization is part of the lexical component and we report how the lexical
score changes depending upon its presence. Second, we present how a particular
feature affects the overall entailment performance. The reader should note that
our solution to entailment is based on a limited number of external resources and
thus components such as world knowledge are not investigated: we use lexical
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Abstract. Documents in a wide range of genres often contain references to 
their own sections, pictures etc. We call such referring expressions instances of 
Document Deixis. The present work focuses on the generation of Document 
Deixis in the context of a particular kind of natural language generation system 
in which these descriptions are not specified as part of the input, i.e., when it is 
up to the system to decide whether a reference is called for and, if so, which 
document entity it should refer to. We ask under what circumstances it is ad-
vantageous to describe domain objects in terms of the document parts where 
they are mentioned (as in “the insulin described in section 2”). We report on an 
experiment suggesting that such indirect descriptions are preferred  by human 
readers whenever they cause the generated descriptions to be shorter than they 
would otherwise be. 

1   Introduction 

Document parts such as sections, subsections, pictures, paragraphs etc may be re-
ferred to for various purposes, for example to point to additional information on the 
current topic of the text, e.g., “see also section 7”. References to document parts will 
often be deictic, in the sense that the realisation of the expression depends on the 
place in the document where the referring expression is uttered (e.g., “this section” 
versus “section 1.1.”). Accordingly, we will call the references to parts of the same 
document instances of Document Deixis (DDX). 

We are interested in a particular kind of DDX, which we have previously called 
object-level instances of Document Deixis [9]. These are usually part of a larger ex-
pression which refers to a domain entity. The entity in question may be concrete (e.g., 
the medicines in Example 1) or abstract (e.g., the advice in Example 2). In the cor-
pora that we investigated – patient information leaflets [1] - references to abstract 
entities or sets of them are far more common. 
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Abstract.  We present a domain-independent method for generation of natural 
language explanations of rules in expert systems. The method is based on 
explanatory rules written in a procedural formal language, which build the 
explanation from predefined natural language texts fragments. For better style, 
a specific text fragment is randomly selected from a group of synonymous 
expressions. We have implemented 16 groups of explanatory rules and 74 
groups of explanatory texts containing about 200 text fragments. 

1   Introduction 

Expert systems are widely used to solve particular problems in a rather narrow area of 
expertise. They are based on knowledge obtained during interaction with human 
experts in the field, so they are also often referred to as knowledge-based systems. 

One of important requirements for an expert system is the system’s ability to 
explain its conclusions in a manner understandable to the user. The best form of 
presenting such an explanation is a text in natural language  [5]. One approach to 
generation of explanations is to use as explanation the rules from the knowledge base 
that were fired during reasoning  [6]. Another approach is writing special code that 
paraphrases the rules  [8]. These approaches do not allow for description of the ideas 
behind the fired rules. An alternative is to use another knowledge database for 
generation of explanations  [7]. This approach requires a double amount of work for 
constructing knowledge bases. 

In this paper, we present a method that allows for representation of the ideas 
behind the rules, does not require any additional knowledge bases, and is domain-
independent—i.e., it does not require reprogramming of an explanation system if the 
knowledge base is changed. 

                                                           
* This work was done under partial support of Mexican Government (CONACyT, SNI), 

Autonomous University of Hidalgo State, and National Polytechnic Institute, Mexico. 
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Abstract. In Japanese language, the speaker must choose suitable honorific 
expressions depending on many factors.  The computer system should imitate 
this mechanism to make a natural Japanese sentence.  We made a system to de-
termine a suitable expression and named it honorific expression determining 
system (HEDS).  It generates a set of rules to determine suitable honorific ex-
pression automatically, by decision tree learning.  The system HEDS deter-
mines one out of the three classes for an input sentence: the respect expression, 
the modesty expression and the non-honorific expression and determines what 
expression the verb is.  We calculated the accuracy of HEDS using the cross 
validation method and it was up to 74.88%. 

1 Introduction 

In Japanese language, one must choose suitable honorific expressions depending on 
the speaker, the addressees, the subject of the utterance, contents of the dialogue and 
situations in the conversation. The computer system should imitate this mechanism to 
make a natural Japanese sentence. 

Japanese language has the two types of honorific expression: (1) respect or mod-
esty expression and (2) polite expression.  The respect expression is used to display 
respect to others, or their higher rank, and practically to show second person of the 
sentential implicit subject, in contrast that the modesty expression shows first person.  
The modesty expression is an expression that one display modesty to respecting per-
sons.  These two honorific expressions cannot be used in a single word at the same 
time, but the combination of (1) and (2) can be used for one word at the same time.  
We focus on the type (1) in this paper. 

2 Honorific Expression Determining System (HEDS) 

The user of HEDS provides honorific expressions and its factors for determining suit-
able honorific expressions as data.  Then HEDS generates a set of selection rules.  It 
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Abstract. Natural Language Processing holds great promise for making com-
puter interfaces that are easier to use for people, since people will (hopefully) be
able to talk to the computer in their own language, rather than learn a specialized
language of computer commands. For programming, however, the necessity of a
formal programming language for communicating with a computer has always
been taken for granted. We would like to challenge this assumption. We believe
that modern Natural Language Processing techniques can make possible the use
of natural language to (at least partially) express programming ideas, thus drasti-
cally increasing the accessibility of programming to non-expert users. To demon-
strate the feasibility of Natural Language Programming, this paper tackles what
are perceived to be some of the hardest cases: steps and loops. We look at a cor-
pus of English descriptions used as programming assignments, and develop some
techniques for mapping linguistic constructs onto program structures, which we
refer to as programmatic semantics.

1 Introduction

Natural Language Processing and Programming Languages are both established areas
in the field of Computer Science, each of them with a long research tradition. Although
they are both centered around a common theme – “languages” – over the years, there
has been only little interaction (if any) between them3. This paper tries to address this
gap by proposing a system that attempts to convert natural language text into computer
programs. While we overview the features of a natural language programming system
that attempts to tackle both the descriptive and procedural programming paradigms, in
this paper we focus on the aspects related to procedural programming. Starting with an
English text, we show how a natural language programming system can automatically
identify steps, loops, and comments, and convert them into a program skeleton that can
be used as a starting point for writing a computer program, expected to be particularly
useful for those who begin learning how to program.

We start by overviewing the main features of a descriptive natural language pro-
gramming system METAFOR introduced in recent related work [6]. We then describe in
detail the main components of a procedural programming system as introduced in this

3 Here, the obvious use of programming languages for coding natural language processing sys-
tems is not considered as a “meaningful” interaction.
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Abstract. In this paper a theory of dialogue acts analysis in problem-solving 
tasks-oriented conversations is presented. The theory postulates that in practical 
dialogues every transaction has a component in the obligations and the com-
mon ground planes of expression, and contributions made by dialogue acts 
making a “charge” in the transaction should be “balanced” by contributions 
making the corresponding “credit” , and a complete transaction is balanced in 
both of these planes. In addition, transactions have a structure which constraints 
strongly the realization of dialogue acts. A dialogue act tagging methodology 
based on the theory is also presented. The theory and its related methodology 
have been applied to the analysis of a multimodal corpus in a design task, and 
the figures of the agreement reached in the preliminary experiments are pre-
sented. 

1   Introduction 

In this paper a theory for the analysis of dialog acts in practical dialogs is presented. 
In this theory dialogues acts are analyzed in relation to the obligations and common 
ground structures of task oriented conversations, and we provide an explicit analysis 
and tagging methodology for these two dialogue structures. According to Allen et al. 
[1], practical dialogues have the purpose to achieve a concrete goal, and the conversa-
tional competence required to engage in this kind of dialogs is significantly simpler 
than general human conversation (i.e. the practical dialogue hypothesis) and the main 
aspects of language interpretation and dialogue management are domain independent 
(i.e. domain independence hypothesis). Simple dialogues can be reduced to achieve a 
single goal and involve only one transaction, but often the dialogue involves a se-
quence of transactions. From the empirical study of a corpus in the kitchen design 
domain we suggest that transactions are also characterized in terms of an intention 
specification phase, followed by the intention satisfaction phase, and the structure of 
the dialogue is closely related to the structure of the problem-solving task, and in this 
regard, our approach loosely resembles Grosz and Sidner’s discourse theory [7]. We 
also postulate the hypothesis that transactions can be analyzed in terms of their con-
versational obligations and common ground structures, and that complete transactions 
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Abstract. In this paper, we discuss the use of Open Mind Indoor Com-
mon Sense (OMICS) project for the purpose of speech recognition of
user requests. As part of OMICS data collection, we asked users to enter
different ways of asking a robot to perform specific tasks. This paraphras-
ing data is processed using Natural Language techniques and lexical re-
sources like WordNet to generate a Finite State Grammar Transducer
(FSGT). This transducer captures the variations in user requests and
captures their structure.
We compare the task recognition performance of this FSGT model with
an n-gram Statistical Language Model (SLM). The SLM model is trained
with the same data that was used to generate the FSGT. The FSGT
model and SLM are combined in a two-pass system to optimize full
and partial recognition for both in-grammar and out-of-grammar user
requests. Our work validates the use of a web based knowledge capture
system to harvest phrases to build grammar models. Work was performed
using Nuance Speech Recognition system.

1 Introduction

Humans often wish to communicate with robots about what they like done. It is
awkward to be constrained to specific set of commands. Therefore, a free-form
interface that supports natural human robot interaction is desirable.

A finite state transducer is a finite automaton whose state transitions are la-
beled with both input and output labels. A path through the transducer encodes
a mapping from an input symbol sequence to an output symbol sequence [1].
Grammar is a structure that defines a set of phrases that a person is expected to
say. In this work, our goal is to automate the process of creating a Finite State
Grammar Transducer (FSGT) to map utterances to task labels from text data
contributed by volunteers over the web.

It is a challenge to develop a grammar that will recognize a large variety
of phrases and achieve a high recognition accuracy. Manual creation of a set of
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Abstract. In this paper, the influence of intonation to recognize dialogue acts 
from speech is assessed. Assessment is based on an empirical approach: manu-
ally tagged data from a spoken-dialogue and video corpus are used in a CART-
style machine learning algorithm to produce a predictive model. Our approach 
involves two general stages: the tagging task, and the development of machine 
learning experiments. In the first stage, human annotators produce dialogue act 
taggings using a formal methodology, obtaining a highly enough tagging agree-
ment, measured with Kappa statistics. In the second stage, tagging data are used 
to generate decision trees. Preliminary results show that intonation information 
is useful to recognize sentence mood, and sentence mood and utterance 
duration data contribute to recognize dialogue act. Precision, recall and Kappa 
values of the predictive model are promising. Our model can contribute to im-
prove automatic speech recognition or dialogue management systems. 

1   Introduction 

A dialogue act tag characterizes the type of intention which a speaker intends to ex-
press in an utterance. A listener has to analyze the utterance, its intonation and its 
context to identify the correct dialogue act which his interlocutor wants to communi-
cate. Two models to analyze dialogue acts are DAMSL (Dialogue Act Markup in 
Several Layers) [1] and DIME-DAMSL [2]; the latter is a multimodal adaptation of 
DAMSL to the DIME project [3]. The Verbmobil Project [4] developed another dia-
logue act model, which has been used in practical dialogue systems. 

DAMSL assumes that dialogue acts occur on four dimensions: communicative 
status, information level, forward and backward looking function. The communicative 
status determines if an utterance was uninterpretable or abandoned or if it expressed a 
self-talk. The information level classifies utterances according to whether they refer to 
the task, the task management, or the communication management. The forward look-
ing function identifies the effect which an utterance has on the future of the dialogue; 
this includes statements (assert, reassert), influencing an addressee future actions 
(open option, action directive), information requests, commiting a speaker future ac-
tions (offer, commit), conventional (opening, closing), explicit performative, or ex-
clamation. Backward looking function indicates the way an utterance relates to one or 
more previous utterances; this includes agreement (accept, accept part, maybe, reject 
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Abstract Transliteration of Arabic numerals is not easily resolved. Arabic nu-
merals occur frequently in scientific and informative texts and deliver signifi-
cant meanings. Since readings of Arabic numerals depend largely on their con-
text, generating  accurate pronunciation of Arabic numerals is one of the criti-
cal criteria in evaluating  TTS systems. In this paper, (1) contextual, pattern, 
and arithmetic features are extracted from a transliterated corpus; (2) ambigui-
ties of homographic classifiers are resolved based on the semantic relations in 
KorLex1.0 (Korean Lexico-Semantic Network); (3) a classification model for 
accurate and efficient transliteration of Arabic numerals is proposed in order to 
improve Korean TTS systems. The proposed model yields 97.3% accuracy, 
which is 9.5% higher than that of a customized Korean TTS system.  

1   Introduction 

 TTS technologies for naturalness have improved dramatically and have been applied 
to many unlimited systems in terms of domain. However, improvement on the tech-
nique for accurate transliteration of non-alphabetic symbols such as Arabic numerals 
and various text symbols1 has been relatively static. 

According to the accuracy test results of 19 TTS products by Voice Information 
Associates, the weakest area of  TTS products is in number processing in the follow-
ing ambiguity-generating areas, as shown in Table 1 [10].  

Table 1.  TTS Accuracy Test Results Summary 

Test area Accuracy (%) 
Number 55.6 
Word of Foreign Origin 58.8 
Acronym 74.1 

                                                           
1 Since Arabic numerals and text symbols have graphic simplicity and deliver more precise 

information, the occurrence of Arabic numerals and text symbols is as high as 8.31% in Ko-
rean newspaper articles.  
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Abstract. This paper presents a new ranking algorithm MFCRank

for topic-specific Web search systems. The basic idea is to correlate two
types of similarity information into a unified link analysis model so that
the rich content and link features in Web collections can be exploited ef-
ficiently to improve the ranking performance. First, a new surfer model
JBC is proposed, under which the topic similarity information among
neighborhood pages is used to weigh the jumping probability of the surfer
and to direct the surfing activities. Secondly, as JBC surfer model is still
query-independent, a correlation between the query and JBC is essen-
tial. This is implemented by the definition of MFCRank score, which
is the linear combination of JBC score and the similarity value between
the query and the matched pages. Through the two correlation steps, the
features contained in the plain text, link structure, anchor text and user
query can be smoothly correlated in one single ranking model. Ranking
experiments have been carried out on a set of topic-specific Web page
collections. Experimental results showed that our algorithm gained great
improvement with regard to the ranking precision.

Keywords: Ranking, Search Engine, Link Analysis, PageRank, Web

1 Introduction

The enormous volume of the Web presents a big challenge to Web search, as there
are always too many results returned for specific queries, and going through the
entire results to find the desired information is very time-consuming for the
user. To improve the information retrieval efficiency, Web search engines need
to employ a suitable page ranking strategy to correctly rank the search results
so that the most relevant (or important) pages will be included in the top list of
the search results.

In traditional information retrieval, ranking measures, such as TF*IDF [1],
usually rely on the text features alone to rate plain text documents. This strat-
egy can give poor results on the Web, due to the fact that the indexed Web
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Abstract. A great deal of research has been made to model the vague-
ness and uncertainty in information retrieval. One such research is fuzzy
ranking models, which have been showing their superior performance
in handling the uncertainty involved in the retrieval process. However,
these conventional fuzzy ranking models are limited to incorporate the
user preference when calculating the rank of documents. To address this
issue, we develop a new fuzzy ranking model based on the user preference.

1 Introduction

In recent years a great deal of research in information retrieval has aimed at
modelling the vagueness and uncertainty which invariably characterize the man-
agement of information. The application of fuzzy set theory to IR have concerned
the representation of documents and the query [1], and many fuzzy ranking mod-
els such as MMM, PAICE, and P-NORM have been showing their superior per-
formance in handling the uncertainty in the retrieval process [2–4]. The ranking
is achieved by calculating a similarity between two fuzzy sets, a document D
and a query Q. However, in spite that the user has an ability to reflect their
preference for the information need in searching, these conventional models are
limited to incorporate the user preference when calculating the rank of docu-
ments. Let us suppose that we are given a vector of query Q with a fuzzy set of
the term and its membership degree:

Q = {fuzzy(0.8), IR(0.7), korea(0.3), author(0.2)}
A document collection consists of four documents (D1, D2, D3, D4) in which

each document is represented as a fuzzy set of the index term and its weight.
D1 = {fuzzy(0.8), IR(0.7)}
D2 = {fuzzy(0.2), IR(0.2), korea(0.3), author(0.2)}
D3 = {korea(0.7), IR(0.8)}
D4 = {fuzzy(0.8), IR(0.7), korea(0.3), author(0.2)}
Given a query Q, we are wondering what is the best result of ranking? In-

tuitively, we know that D4 is the most relevant document and D3 is the least
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Abstract. We analyze alternative strategies for lexical normalization and term 
relationship identification for a dependence structured indexing system [14], in 
the probabilistic retrieval approach. This system uses a dependence parse tree 
and Chow expansion [5]. Stemming, lemmatizing, and nominalization proc-
esses are tested as lexical normalization, while head-modifier pairs and binary 
lexical relations are tested as term relationships. We demonstrate that our pro-
posal, binary lexical relations with nominalized terms for Portuguese, contrib-
utes to the performance improvement in information retrieval. 

1   Introduction 

Many information retrieval (IR) systems are based on the assumption that each term is 
statistically independent of all other terms in the text. Those systems have been devel-
oped because this independence leads to a formal representation of the probabilistic 
approach more easily. But, the independence assumption is understood to be inconsis-
tent [6] and there are regularities provided by term dependences that need to be con-
sidered [16]. 

Some models have been proposed to incorporate term dependence strategies (e.g., 
[19], [16]). However, the formal representation of the probabilistic approach cannot 
be easily maintained when there are no constraints for term relationships, i.e., when a 
higher order model of term dependence is applied. For reducing this problem, 
Rijsbergen [19] adopted the algorithm proposed by Chow and Liu [5] that uses a 
maximum spanning tree for incorporating term dependence into a probabilistic ap-
proach.  

Adapting the Rijsbergen’s strategy, Changki Lee and Gary Lee [14] presented a 
method for incorporating term dependence into the probabilistic retrieval approach 
using Chow expansion. They proposed a dependence structured indexing (DSI) sys-
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Abstract. In web search engines, index search used to be evaluated at a high 
recall rate. However, the pitfall is that users have to work hard to select relevant 
documents from too many search results. Skillful surfers tend to prefer the in-
dex searching method, while on the other hand, those who are not accustomed 
to web searching generally use the directory search method. Therefore, the di-
rectory searching method is needed as a complementary way of web searching. 
However, in the case that target documents for searching are obscurely catego-
rized or users have no exact knowledge about the appropriate categories of tar-
get documents, occasionally directory search will fail to come up with satisfac-
tory results. That is, the directory search method has a high precision and low 
recall rate. With this motive, we propose a novel model in which a category hi-
erarchy is dynamically constructed. To do this, a category is regarded as a 
fuzzy set which includes keywords. Similarly extensible subcategories of a 
category can be found using fuzzy relational products. The merit of this method 
is to enhance the recall rate of directory search by reconstructing subcategories 
on the basis of similarity.  

1   Introduction 

The index searching method has an advantage in that it quickly searches the docu-
ments indexed by an input keyword. However, it may exhibit a critical defect by 
generating too many results or failing to search even a single one of the targeted 
documents. It is because that given keywords can’t be satisfactorily matched with the 
subjects of the target documents, or they happen to be heteronyms or homonyms, or 
the target documents may not be properly indexed by the keywords inside them.  

In spite of many advantages of the index searching method and many efforts to 
improve its efficiency, we absolutely need the directory search as a complementary 
method of the index search. Especially for beginners, the directory searching method 
is preferred because it can zoom in more detailed subjects by reconstructing the sub-
categories of a category in a fast manner if they are familiar with the exact informa-
tion of the categorization of the search subjects. However, if users don’t know the 
categories regarding the subjects of the target documents, or if documents are not 
exactly categorized, it can’t provide users with satisfactory results, and occasionally it 
causes inconvenience by navigating too many categories before reaching the targets[4, 
5, 6]. 
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Abstract. This paper describes a designed and implemented system for
efficient storage, indexing and search in collections of spoken documents
that takes advantage of automatic speech recognition. As the quality of
current speech recognizers is not sufficient for a great deal of applications,
it is necessary to index the ambiguous output of the recognition, i. e. the
acyclic graphs of word hypotheses — recognition lattices. Then, it is not
possible to directly apply the standard methods known from text-based
systems. The paper discusses an optimized indexing system for efficient
search in the complex and large data structure that has been developed
by our group. The search engine works as a server. The meeting browser
JFerret, developed withing the European AMI project, is used as a client
to browse search results.

1 Introduction

The most straightforward way to use a large vocabulary continuous speech rec-
ognizer (LVCSR) to search in audio data is to use existing search engines on the
textual (“1-best”) output from the recognizer. For such data, it is possible to
use common text indexing techniques. However, these systems have satisfactory
results only for high quality speech data with correct pronunciation. In the case
of low quality speech data (noisy TV and radio broadcast, meetings, teleconfer-
ences) it is highly probable that the recognizer scores a word which is really in
the speech worse than another word.
We can however use a richer output of the recognizer – most recognition

engines are able to produce an oriented graph of hypotheses (called lattice).
On contrary to 1-best output, the lattices tend to be complex and large. For
efficient searching in such a complex and large data structure, the creation of
an optimized indexing system which is the core of each fast search engine is
necessary. The proposed system is based on principles used in Google [1]. It
consists of indexer, sorter and searcher.

? This work was partly supported by European project AMI (Augmented Multi-
party Interaction, FP6-506811) and Grant Agency of Czech Republic under project
No. 102/05/0278. Pavel Smrž was supported by MŠMT Research Plan MSM
6383917201. The hardware used in this work was partially provided by CESNET
under project No. 119/2004.
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Abstract. Automatic image annotation concerns a process of automatically la-
beling image contents with a pre-defined set of keywords, which are regarded 
as descriptors of image high-level semantics, so as to enable semantic image re-
trieval via keywords. A serious problem in this task  is the unsatisfactory anno-
tation performance due to the semantic gap between the visual content and 
keywords. Targeting at this problem, we present a new approach that tries to 
incorporate lexical semantics into the image annotation process. In the phase of 
training, given a training set of images labeled with keywords, a basic visual 
vocabulary consisting of visual terms, extracted from the image to represent its 
content, and the associated keywords is generated at first, using K-means clus-
tering combined with semantic constraints obtained from WordNet, then the 
statistical correlation between visual terms and keywords is modeled by a two-
level hierarchical ensemble model composed of probabilistic SVM classifiers 
and a co-occurrence language model. In the phase of annotation, given an unla-
beled image, the most likely associated keywords are predicted by the posterior 
probability of each keyword given each visual term at the first-level classifier 
ensemble, then the second-level language model is used to refine the annotation 
quality by word co-occurrence statistics derived from the annotated keywords 
in the training set of images. We carried out experiments on a medium-sized 
image collection from Corel Stock Photo CDs. The experimental results dem-
onstrated that the annotation performance of this method outperforms some tra-
ditional annotation methods by about 7% in average precision, showing the fea-
sibility and effectiveness of the proposed approach. 

1 Introduction 

With the exponential growth of multimedia information, efficient access to a large 
image/video databases is highly desired. To address this problem, Content-Based 
Visual Information Retrieval, has become a hot research topic in the domain of both 
computer vision and information retrieval in the last decade. 

Traditionally, most of the content-based image retrieval techniques is based on the 
query-by-example (QBE) architecture, in which user should provide an image exam-
ple firstly, the visual similarity of low-level visual features such as color, texture and 
shape descriptors is then computed to find the visually similar images compared to 
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Abstract. The automatic generation of back-of-the book indexes seems
to be out of sight of the Information Retrieval and Natural Language Pro-
cessing communities, although the increasingly large number of books
available in electronic format, as well as recent advances in keyphrase
extraction, should motivate an increased interest in this topic. In this
paper, we describe the background relevant to the process of creating
back-of-the-book indexes, namely (1) a short overview of the origin and
structure of back-of-the-book indexes, and (2) the correspondence that
can be established between techniques for automatic index construction
and keyphrase extraction. Since the development of any automatic sys-
tem requires in the first place an evaluation testbed, we describe our
work in building a gold standard collection of books and indexes, and we
present several metrics that can be used for the evaluation of automati-
cally generated indexes against the gold standard. Finally, we investigate
the properties of the gold standard index, such as index size, length of
index entries, and upper bounds on coverage as indicated by the presence
of index entries in the document.

1 Introduction

”Knowledge is of two kinds. We know a subject ourselves, or we know
where we can find information on it.” (Samuel Johnson)

The automatic construction of back-of-the-book indexes is one of the few
tasks related to publishing that still requires extensive human labor. While there
is a certain degree of computer assistance, mainly consisting of tools that help the
professional indexer organize and edit the index, there are however no methods or
tools that would allow for a complete or nearly-complete automation. Despite the
lack of automation in this task, there is however another closely related natural
language processing task – kepyphrase extraction – where in recent years we
have witnessed considerable improvements.

In this paper, we argue that the task of automatic index construction should
be reconsidered in the light of the progress made in the task of keyphrase extrac-
tion. We show how, following methodologies used for the evaluation of keyphrase
extraction systems, we can devise an evaluation methodology for back-of-the-
book indexes, including a gold standard dataset and a set of evaluation metrics.
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Abstract. In this paper, we present a method for the automatic acqui-
sition of semantic-based reformulations from natural language questions.
Our goal is to find useful and generic reformulation patterns, which can
be used in our question answering system to find better candidate an-
swers. We used 1343 examples of different types of questions and their
corresponding answers from the TREC-8, TREC-9 and TREC-10 col-
lection as training set. The system automatically extracts patterns from
sentences retrieved from the Web based on syntactic tags and the seman-
tic relations holding between the main arguments of the question and
answer as defined in WordNet. Each extracted pattern is then assigned
a weight according to its length, the distance between keywords, the an-
swer sub-phrase score, and the level of semantic similarity between the
extracted sentence and the question. The system differs from most other
reformulation learning systems in its emphasis on semantic features. To
evaluate the generated patterns, we used our own Web QA system and
compared its results with manually created patterns and automatically
generated ones. The evaluation on about 500 questions from TREC-11
shows comparable results in precision and MRR scores. Hence, no loss
of quality was experienced, but no manual work is now necessary.

1 Introduction

Question reformulation deals with identifying possible forms of expressing an-
swers given a natural language question. These reformulations can be used in a
QA system to retrieve answers in a large document collection. For example given
the question What is another name for the North Star?, a reformulation-based
QA system will search for formulations like <NP>, another name for the North
Star or <NP> is another name for the North Star in the document collection and
will instantiate <NP> with the matching noun phrase. The ideal reformulation
should not retrieve incorrect answers but should also identify many candidate
answers.
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Abstract. This paper presents a method for cross-language question answering. 
The method combines multiple query translations in order to improve the 
answering precision. The combination of translations is based on their 
pertinence to the target document collection rather than on their grammatical 
correctness. The pertinence is measured by the translation perplexity with 
respect to the collection language model. Experimental evaluation on question 
answering demonstrates that the proposed approach outperforms the results 
obtained by the best translation machine.  

1 Introduction  
A question answering (QA) system is a particular kind of search engine that allows 

users to ask questions using natural language instead of an artificial query language. 
In a cross-lingual scenario the questions are formulated in a language different from 
the document collection. In this case, the efficiency of the QA system greatly depends 
on the way it confronts the idiomatic barrier. Traditional approaches for cross-lingual 
information access involve translating either the documents into the expected query 
language or the questions into the document language. The first approach is not 
always practical, in particular when the document collection is very large. The second 
approach is more common. However, because of the small size of questions in QA, 
the machine translation methods do not have enough context information, and tend to 
produce unsatisfactory question translations. 

A bad question translation generates a cascade error through all phases of the QA 
process. This effect is evident in the results of cross-lingual QA reported on the last 
edition of CLEF [4]. For instance, the results from the best cross-lingual system (that 
uses the French as target language) were 64% of precision for the monolingual task, 
and 39.5% when using English as question language. In this case, the errors in the 
translation of the question cause a drop in precision of 61.7%. 

Recent methods for cross-lingual information access attempt to minimize the error 
introduced by the translation machines. In particular, the idea of combining the 
capacities of several translation machines has been successfully used in cross-lingual 
information retrieval [2]. In this field, most works focus on the selection of the best 
                                                            
* This work was partially financed by the CONACYT (grants 43990 and 184663). We also like 
to thanks to the CLEF for the provided resources. 
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Abstract. In this paper, we propose a construction of Question An-
swering(QA) system, which synthesizes the answers retrieval from the
frequent asked questions database and documents database, based on
special domain about sightseeing information. A speech interface for the
special domain was implemented along with the text interface, using an
acoustic model HMM, a pronunciation lexicon, and a language model
FSN on the basis of the feature of Chinese sentence patterns. We con-
sider the synthetic model based on statistic VSM and shallow language
analysis for sightseeing information. Experimental results showed high
accuracy can be achieved for the special domain and the speech interface
is available for frequently asked questions about sightseeing information.

Keywords : Question Answering System, Similarity Computing, Special
Domain, FSN, Speech Recognition, Chinese

1 Introduction

Question Answering (QA) is a technology that aims at retrieving the answer
of a question written in natural language in large collections of documents. QA
systems are presented with natural language questions and the expected output
is either the exact answer identified in a text or small text fragments contain-
ing the answer. A lot of research has been done on the QA technology, and the
technology relates to a lot of fields of NLP (Natural Language Processing), such
as Information Retrieval(IR), Information Extraction(IE), Conversation Inter-
face, etc. Recently, systems based on statistical retrieval techniques and shallow
language analysis are much used techniques in answer retrieval using natural
language. In the Question Answering task of TREC(Text REtrieval Conference)
QA track, the target has become the open domain (the search object domain
to the questions is not limited) in recent years. But the treatment of special
domains and the construction of a practical QA system as a specialist are very
difficult. On the other hand, it is easier to use special domain knowledge by
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Abstract. In this paper, we propose a novel multi-document summarization 
strategy based on Basic Element (BE) vector clustering. In this strategy, 
sentences are represented by BE vectors instead of word or term vectors before 
clustering. BE is a head-modifier-relation triple representation of sentence 
content, and it is more precise to use BE as semantic unit than to use word. The 
BE-vector clustering is realized by adopting the k-means clustering method, 
and a novel clustering analysis method is employed to automatically detect the 
number of clusters, K. The experimental results indicate a superiority of the 
proposed strategy over the traditional summarization strategy based on word 
vector clustering. The summaries generated by the proposed strategy achieve a 
ROUGE-1 score of 0.37291 that is better than those generated by traditional 
strategy (at 0.36936) on DUC04 task-2. 

1   Introduction 

With the rapid growth of online information, it becomes more and more important to 
find and describe textual information effectively. Typical information retrieval (IR) 
systems have two steps: the first is to find documents based on the user’s query, and 
the second is to rank relevant documents and present them to users based on their 
relevance to the query. Then the users have to read all of these documents. The 
problem is that these docs are much relevant and reading them all is time-consuming 
and unnecessary. Multi-document summarization aims at extracting major 
information from multiple documents and has become a hot topic in NLP. Multi-
document summarization can be classified into three categories according to the way 
that summaries are created: sentence extraction, sentence compression and 
information fusion. 

The sentence extraction strategy ranks and extracts representative sentences from 
the multiple documents. Radev [1] described an extractive multi-document 
summarizer which extracts a summary from multiple documents based on the 
document cluster centroids. To enhance the coherence of summaries, Hardy Hilda [2] 
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Abstract. In this paper, we present a novel approach to derive event relevance 
from event ontology constructed with Formal Concept Analysis (FCA), a 
mathematical approach to data analysis and knowledge representation. The on-
tology is built from a set of relevant documents and according to the named en-
tities associated to the events. Various relevance measures are explored, from 
binary to scaled, and from symmetrical to asymmetrical associations. We then 
apply the derived event relevance to the task of multi-document summarization. 
The experiments on DUC 2004 data set show that the relevant-event-based ap-
proaches outperform the independent-event-based approach. 

1   Introduction 

Extractive summarization is to select the sentences which contain salient concepts in 
documents. An important issue with it is what criteria should be used to extract the 
sentences. Event-based summarization attempts to select and organize the sentences 
in a summary with respect to the events or the sub-events that the sentences describe 
[1, 2]. As the relevance of events reveals the significance of events, it helps singling 
out the sentences with the most core events. However, the event-based summarization 
techniques reported so far explored the events independently. 
 

In the realm of information retrieval, term relations were commonly derived ei-
ther from a thesaurus like WordNet or from the corpus where the contexts of the 
terms were investigated. Likewise, mining event relevance requires taking contexts of 
event happenings into account. The event contexts in our definition are event argu-
ments, such as participants, locations and occurrence times, etc. They are important 
in defining events and distinguishing them from one another. By this observation, we 
make use of the named entities associated with the events as event contexts and char-
acterize the events with the verbs and action-denoting nouns prescribed by the named 
entities. 
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Abstract. We propose to use semi-supervised learning methods to clas-
sify evaluative expressions, that is, tuples of subjects, their attributes,
and evaluative words, that indicate either favorable or unfavorable opin-
ions towards a specific subject. Due to its characteristics, the semi-
supervised method that we use can classify evaluative expressions in a
corpus by their polarities. This can be accomplished starting from a very
small set of seed training examples and using contextual information in
the sentences to which the expressions belong. Our experimental results
with actual Weblog data show that this bootstrapping approach can im-
prove the accuracy of methods for classifying favorable and unfavorable
opinions.

1 Introduction

An increasing amount of work has been devoted to investigating methods of
detecting favorable or unfavorable opinions towards specific subjects (e.g., com-
panies and their products) within online documents such as Weblogs (blogs),
messages in a chat room and on bulletin board (BBS) [1, 2, 7, 9, 11, 12, 18]. Areas
of application for such an analysis are numerous and varied, ranging from anal-
ysis of public opinion, customer feedback, and marketing analysis to detection
of unfavorable rumors for risk management. The analyses are potentially useful
tools for the commercial activities of both companies and individual consumers
who want to know the opinions scattered on the World Wide Web (WWW).

To analyze a huge amount of favorable or unfavorable opinions, we need to
automatically detect evaluative expressions in text.

Evaluative expressions are not mere words that indicate unique (favorable
or unfavorable) polarity in themselves (such as the adjectives ‘beautiful’ and
‘bad’), but rather they are tuples of the subject to be evaluated, an attribute,
and an evaluative word. Tuples are necessary because the evaluative polarity of
† Yasuhiro Suzuki currently works at Fujitsu.
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Abstract. Sequential pattern mining is an important tool for solving many data 
mining tasks and it has broad applications. However, only few efforts have been 
made to extract this kind of patterns in a textual database. Due to its broad ap-
plications in text mining problems, finding these textual patterns is important 
because they can be extracted from text independently of the language. Also, 
they are human readable patterns or descriptors of the text, which do not lose 
the sequential order of the words in the document. But the problem of discover-
ing sequential patterns in a database of documents presents special characteris-
tics which make it intractable for most of the apriori-like candidate-generation-
and-test approaches. Recent studies indicate that the pattern-growth methodol-
ogy could speed up the sequential pattern mining. In this paper we propose a 
pattern-growth based algorithm (DIMASP) to discover all the maximal sequen-
tial patterns in a document database. Furthermore, DIMASP is incremental and 
independent of the support threshold. Finally, we compare the performance of 
DIMASP against GSP, DELISP, GenPrefixSpan and cSPADE algorithms. 

1. Introduction 

The Knowledge Discovery in Databases (KDD) is defined by Fayyad [1] as “the non-
trivial process of identifying valid, novel, potentially useful and ultimately under-
standable patterns in data”. The key step in the knowledge discovery process is the 
data mining step, which following Fayyad: “consisting of applying data analysis and 
discovery algorithms that, under acceptable computational efficiency limitations, pro-
duce a particular enumeration of patterns over the data”. This definition has been ex-
tended to Text Mining like: “consisting of applying text analysis and discovery algo-
rithms that, under acceptable computational efficiency limitations, produce a 
particular enumeration of patterns over the text”. So, text mining is the process that 
deals with the extraction of patterns from textual data. This definition is used by 
Feldman [2] to define Knowledge Discovery in Texts (KDT). In both KDD and KDT 
tasks, special attention is required in the performance of the algorithms because they 
are applied on a large amount of information. In particular the KDT process needs to 
define simple structures that can be extracted from text documents automatically and 
in a reasonable time. These structures must be rich enough to allow interesting KD 
operations [2] having in mind that in some cases the document database is updated. 
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Abstract. This study aims to separate the head from the data in web-tables to 
extract useful information. To achieve this aim, web-tables must be converted 
into a machine readable form, an attribute-value pair, the relation of which is 
similar to that of head-body. We have separated meaningful tables and decora-
tive tables in our previous work, because web-tables are used for the purpose of 
knowledge structuring as well as document design, and only meaningful tables 
can be used to extract information. In order to extract the semantic relations ex-
isting between language contents in a meaningful table, this study separated the 
head from the body in meaningful tables using machine learning. We (a) estab-
lished features observing the editing habit of authors and tables themselves, and 
(b) established a model using machine learning algorithm, C4.5 in order to 
separate the head from the body. We obtained 86.2% accuracy in extracting the 
head from the meaningful tables. 

1   Introduction 

Information extraction encounters various text types. Generally, editors produce three 
types of text: free text, structured text, and semi-structured text. Among those, free 
text, composed of natural language sentences, is the most frequently found. To extract 
information from free text, a computer must analyze the text using natural-language-
processing techniques. However, practical application of natural language under-
standing is still far from being achieved. On the contrary, authors make structured 
text for specific aims such as a database or a file. These texts contain restricted and 
well-formed rules. Computers can easily analyze them even though they do not con-
tain structured information apart from that which is predefined. Semi-structured text 
falls between structured and free text. We can include tables and charts in this type. 
These texts are easier to analyze and contain more useful and dense information than 
free text, because of their structural features. This paper focuses on the table among 
the semi-structured texts, because the table is usually used in HTML documents and 
easily extracted from HTML documents. 

                                                           
1 This work was supported by the National Research Laboratory Program M10400000279-

05J0000-27910 of Korea Science and Engineering Foundation. 
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Abstract. Free access to scientific papers in major digital libraries and
other web repositories is limited to only their abstracts. Current keyword-
based techniques fail on narrow domain-oriented libraries, e.g., those con-
taining only documents on high energy physics like those of the hep-ex

collection of CERN. We propose a simple procedure to cluster abstracts
which consists in applying the transition point technique during the term
selection process. This technique uses the mid-frequency terms to index
the documents due to the fact that they have a high semantic content.
In the experiments we have carried out, the transition point approach
has been compared with well known unsupervised term selection tech-
niques. Transition point technique shown that it is possible to obtain
a better performance than traditional methods. Moreover, we propose
an approach to analyse the stability of transition point term selection
method.

1 Introduction

Nowadays, very short text clustering on narrow domains has not received too
much attention by the computational linguistic community. This is derived from
the high challenge that this problem implies, since the obtained results are very
unstable or imprecise when clustering abstracts of scientific papers, technical
reports, patents, etc. But, as we can see, most digital libraries and other web-
based repositories of scientific and technical information nowadays provide free
access only to abstracts and not to the full texts of the documents. Moreover,
some institutions, like the well known CERN1, receive hundreds of publications
every day that must be categorized on some specific domain with an unknown

⋆ This work was partially supported by BUAP-VIEP 3/G/ING/05, R2D2 (CICYT
TIC2003-07158-C04-03), ICT EU-India (ALA/95/23/2003/077-054), and Generali-
tat Valenciana Grant (CTESIN/2005/012).

1 Centre Européen pour la Recherche Nucléaire
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Abstract. This paper focuses on the use of sense clusters for classifi-
cation and clustering of very short texts such as conference abstracts.
Common keyword-based techniques are effective for very short docu-
ments only when the data pertain to different domains. In the case of
conference abstracts, all the documents are from a narrow domain (i.e.,
share a similar terminology), that increases the difficulty of the task.
Sense clusters are extracted from abstracts, exploiting the WordNet re-
lationships existing between words in the same text. Experiments were
carried out both for the categorization task, using Bernoulli mixtures
for binary data, and the clustering task, by means of Stein’s MajorClust
method.

1 Introduction

Typical approaches to document clustering and categorization in a given do-
main are to transform the textual documents into vector form, by using a list
of index keywords. This kind of approaches has also been used for clustering
etherogeneous short documents (e.g. documents containing 50-100 words) with
good results. However, term-based approaches usually give unstable or imprecise
results when applied to documents from one narrow domain.

Previous works on narrow-domain short document classification obtained
good results by using supervised methods and set of keywords (itemsets) as
index terms [3].

In this work, we exploited the linguistic information extracted from WordNet
in order to extract key concept clusters from the documents, using the method
proposed by Bo-Yeong Kang et al. [5], which is based on semantic relationships
between the terms in the document. Concept clusters are used as index words.

Various methods have been tested for the categorization and clustering task,
including Bernoulli mixture models, which have been investigated for text cat-
egorization in [4]. Text categorization procedures are based on either binary or
integer-valued features. In our case, due to the low absolute frequency observable
in short documents, we used only the information if an index term was or not
in the abstract, thus obtaining a binary representation of each document.
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Abstract. This paper proposes and evaluates the use of linguistic in-
formation in the pre-processing phase of text classification. We present
several experiments evaluating the selection of terms based on different
measures and linguistic knowledge. To build the classifier we used Sup-
port Vector Machines (SVM), which are known to produce good results
on text classification tasks.

Our proposals were applied to two different datasets written in the Por-
tuguese language: articles from a Brazilian newspaper (Folha de São
Paulo) and juridical documents from the Portuguese Attorney General’s
Office. The results show the relevance of part-of-speech information for
the pre-processing phase of text classification allowing for a strong re-
duction of the number of features needed in the text classification.

1 Introduction

Machine learning techniques are applied to document collections aiming at ex-
tracting patterns that may be useful to organise or retrieve information from
large collections. Tasks related to this area are text classification, clustering,
summarisation, and information extraction. One of the first steps in text mining
tasks is the pre-processing of the documents, as they need to be represented in
a more structured way to be fed to machine learning algorithms. In this step,
words are extracted from the documents and, usually, a subset of words (stop
words) is not considered, because their role is related to the structural organ-
isation of the sentences and does not have discriminating power over different
classes. This shallow and practical approach is known as bag-of-words. Usually,
to reduce semantically related terms to the same root, a lemmatiser is applied.

Finding more elaborated models is still a great research challenge in the field;
natural language processing increases the complexity of the problem and these
tasks, to be useful, require efficient systems. Our proposal considers that there
is still lack of knowledge about how to bring natural language and tradition-
ally known techniques of data mining tasks together for efficient text mining.
Therefore, here we make an analysis of different word categories (nouns, adjec-
tives, proper names, verbs) for text mining, and perform a set of experiments of
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Abstract. We show that excluding outliers from the training data significantly 
improves kNN classifier, which in this case performs about 10% better than the 
best know method—Centroid-based classifier. Outliers are the elements whose 
similarity to the centroid of the corresponding category is below a threshold. 

1   Introduction 

Since late 1990s, the explosive growth of Internet resulted in a huge quantity of 
documents available on-line. Technologies for efficient management of these docu-
ments are being developed continually. One of representative tasks for efficient 
document management is text categorization, called also classification: given a set of 
training examples assigned each one to some categories, to assign new documents to a 
suitable category. 

A well-known text categorization method is kNN [1]; other popular methods are 
Naive Bayesian [3], C4.5 [4], and SVM [5]. Han and Karypis [2] proposed the Cen-
troid-based classifier and showed that it gives better results than other known methods. 

In this paper we show that removing outliers from the training categories signifi-
cantly improves the classification results obtained with kNN method. Our experiments 
show that the new method gives better results than the Centroid-based classifier. 

2   Related Work 

Document representation. In both categorization techniques considered below, 
documents are represented as keyword vectors according to the standard vector space 
model with tf-idf term weighting [6, 7]. Namely, let the document collection contains 
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Abstract. This paper advocates an approach whereby the needs of
language-impaired readers are taken into account at the stage of text
authoring by means of NLP integration. In our proposed system archi-
tecture, a simplification module produces candidate simplified rephras-
ings that the author of the text can accept or edit. This article describes
the syntactic simplification module which has been partly implemented.
We believe the proposed approach constitutes a framework for the more
general task of authoring NLP-enriched documents obtained through
validations from the author.

1 Introduction

The goal of NLP, as it seems, is mainly to do some processing on existing text.
Another domain of application that we believe has a great potential is the use
of NLP during text creation, where it can help authors write better documents
in a more efficient way. A lot of the difficulties when processing real-life doc-
uments arise from the inherent complexity of natural language, which requires
word-sense and syntactic structure disambiguation, to name just two. In fact,
rule-based and statistical NLP systems are rather good at finding hypotheses,
but they often fail when it comes to ranking them and finding the appropriate
solution in context.

Some cases can certainly justify the extra cost of annotating the text with the
result of the correct analysis, thus permitting much better results on NLP tasks.
This concept has already been investigated, for example in the Dialogue-based
Machine Translation paradigm [1] whereby a monolingual writer answers ambi-
guity questions. This process yields a disambiguated analysis for each sentence
that is then sent to a machine translation engine.

The kinds of annotation that can be obtained through interaction can be
of very different natures. One kind is a transformation of the initial text: for
example, annotations at the paragraph level can be assembled to constitute a
summary. Transformations at the sentence level include paraphrasing and its
differents uses. Among them, text simplification has attracted significant inter-
est in the past years [4, 3, 5]. The most notable application of text simplification
has been as an assistive technology for people suffering from aphasia, a loss of
language that can result in severe comprehension disorders. It is very unlikely
that a text transformation system could produce a coherent text conveying the
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Abstract. Document copy detection is a very important tool for protecting 
author’s copyright. We present a document copy detection system that 
calculates the similarity between documents based on plagiarism patterns. 
Experiments were performed using CISI document collection and show that the 
proposed system produces more precise results than existing systems. 

1   Introduction 

For protecting author’s copyright, many kinds of intellectual property protection 
techniques have been introduced; copy prevention, signature and content based copy 
detection, etc. Copy protection and signature-based copy detection can be very useful 
to prevent or detect copying of a whole document. However, these techniques have 
some drawbacks that they make it difficult for users to share information and can not 
prevent copying of the document in partial parts [1]. 

Huge amount of digital documents is made public day to day in Internet. Most of 
the documents are not supported by either copy prevention technique or signature 
based copy detection technique. This situation increases the necessity in content based 
copy detection techniques. So far, many document copy detection (DCD) systems 
based on content based copy detection technique have been introduced, for example 
COPS [2], SCAM [1], CHECK [3], etc. However, most DCD systems mainly focus 
on checking the possibility of copy between original documents and a query 
document. They do not give any evidence of plagiaristic sources to user. In this paper, 
we propose a DCD system that provides evidence of plagiarism style to the user. 

2   Comparing Unit and Overlap Measure Function 

DCD system divides documents efficiently in comparing unit (chunking unit) for 
checking the possibility of copy. In this paper, we select the comparing unit as a 
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Peñas, Anselmo 275
Pérez, Patricia 331
Pineda Cortés, Luis Albreto 331, 355
Pinto, David 536
Pla, Ferran 192

Quaresma, Paulo 551

Ren, Fuji 97, 458
Rodrigo, Álvaro 275
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