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Abstract. Prepositional Phrase (PP) attachment can be addressed by 
considering frequency counts of dependency triples seen in a non-annotated 
corpus. However, not all triples appear even in very big corpora. To solve this 
problem, several techniques have been used. We evaluate two different backoff 
methods, one based on WordNet and the other on a distributional (automatically 
created) thesaurus. We work on Spanish. The thesaurus is created using the 
dependency triples found in the same corpus used for counting the frequency of 
unambiguous triples. The training corpus used for both methods is an 
encyclopaedia. The method based on a distributional thesaurus has higher 
coverage but lower precision than the WordNet method. 

1 Introduction 

The Prepositional Phrase (PP) attachment task can be illustrated by considering the 
canonical example I see a cat with a telescope. In this sentence, the PP with a 
telescope can be attached to see or cat. Simple methods based on corpora address the 
problem by looking at frequency counts of word-triples or dependency triples: see 
with telescope vs. cat with telescope. In order to find enough occurrences of such 
triples, a very large corpus is needed. Such corpora are now available, and the Web 
can also be used [4, 27]. However, even then some combinations of words do not 
occur. This is a familiar effect of Zipf’s law: few words are very common and there 
are many words that occur with a low frequency [14], and the same applies to word 
combinations. 

To address the problem, several backoff techniques have been explored. In general, 
‘backing off’ consists of looking at statistics for a set of words, when there is 
insufficient data for the particular word.  Thus cat with telescope turns into ANIMAL 
with INSTRUMENT and see with telescope turns into see with INSTRUMENT 
(capitals denote sets of instrument-words, animal-words, etc.)  One way to identify 
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