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Abstract. In this paper we propose a mixed method for Word Sense Disam-
biguation, which combines lexical knowledge from EuroWordNet with corpora. 
The method tries to give a partial solution to the problem of the gap between 
lexicon and corpus by means of the approximation of the corpus to the lexicon. 
On the basis of the interaction that holds in natural language between the syn-
tagmatic and the paradigmatic axes, we extract from corpus implicit informa-
tion of paradigmatic type. On the information thus obtained we work with the 
information, also paradigmatic, contained in EWN. We evaluate the method and 
interpret the results 
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1 Introduction 

Word Sense Disambiguation (WSD) is an open problem for Natural Language Proc-
essing. The focus of interest in the area of WSD has been centred principally on the 
heuristics used and less on the linguistic aspects of the task. However, some recent 
experiments ([22], [32]) have revealed that the process is in a higher degree depend-
ent on the information used than on the algorithms that exploit it. 
On the basis of these results, the present paper investigates the intensive use of lin-

guistic knowledge in the process of Word Sense Disambiguation. We analyse some 
essential questions for the task of WSD: the distance between the information in the 
lexicon and the one in the corpus, and the identification and the treatment of local 
context for an ambiguous occurrence. 
Depending on the sense characterisation which is taken as reference in the WSD 

process, there took shape two principal approaches to the task: knowledge-driven 
methods, which use structured lexical sources (machine readable dictionaries, seman-
tic nets, etc.) and corpus-based methods, which use sense-tagged examples. Between 


