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As a first step in construction of a lexicon for natural language understanding, we 

are preparing a hierarchical semantic network using the Roget's thesaurus as a 

starting database. This work was undertaken because examination of the Roget 

shows that there are semantic relations considered important for linguistic 

expression which are not defined in other publicly available semantic networks, 

such as WordNet. In the process of conversion of the Roget to a semantic 

network, the first stage has been to reorganize the hierarchy and specify the set of 

semantic relations necessary to express those conceptual relations which are 

implied by the relative location of the words within the thesaurus. The explicit 

marking of semantic relations which are only implied in the original Roget has 

converted that reference work into a semantic network with a flexible multiple 

inheritance, which should greatly enhance the utility of the Roget for semantic 

information processing. We also expect that the resulting set of semantic 

relations will specify a minimum set required for definitions of words and logical 

representation of linguistic expressions at a human level of understanding. At the 

present stage, approximately 170 semantic relations have been defined to express 

the observed relations. It was found that many semantic relations observed in the 

Roget could not be expressed with the simple binary predicates often used for 

semantic relations, and it was found necessary to extend the notation to allow 

ternary and higher relations, as well as simple frames. At this stage the semantic 

relations thus defined have not yet been reduced to the first-order logical 

relations required to allow detailed inferencing, and the resulting semantic 

network has not yet been evaluated for its utility in practical applications. In 

future work, the semantic network must be enhanced by defining the semantic 

relations themselves in logical format, and additional semantic links must be 

added to distinguish non-synonymous words within paragraphs. 

 

1    INTRODUCTION 

 

In order to achieve computerized understanding of human language, the meanings 

of words and texts must be represented, within the computer lexicon, in a logical 

format usable by computerized reasoning processes.  A critical part of the task of 

designing a concept-representation system is to specify the relations between 

concepts; and those semantic relations form an essential part of the definitions of 

words and concepts.  However, there is no general agreement on the best method 

to represent the relations between concepts, nor on which set of relations is 



adequate to represent linguistic and world knowledge.  There are numerous 

suggestions about which sets of semantic relations will be useful for knowledge 

representation [15, 16], but as soon as one attempts to define words and concepts 

in a manner that captures the nuances of how people use such words in language, 

the inadequacy of existing sets of semantic relations quickly becomes obvious.  

Our ultimate goal is to find a set of logical definitions of words which will allow 

human-level understanding of natural language while also being sufficiently well-

defined so that the same concepts can be used for unambiguous machine-to-

machine communication of complex concepts, as in database systems.  For that 

purpose we need first to determine the set of semantic relations required to 

specify those definitions.  This study shows that there are semantic relations used 

in writing in natural language that have not been discussed in previous literature, 

and suggests that these relations are likely to be important in capturing the 

nuances of meaning required for human-level understanding of language. 
 

The optimal form of the lexicon required for machine understanding of language 

has been the subject of a great deal of research and discussion, but in the years 

since Quillian first studied the properties of concept networks with semantic links 

[1], most efforts at knowledge representation for language understanding have 

used some form of representation in which concept nodes are connected by links 

representing some type of relationship between the concepts.  In many systems 

the links are defined as semantic relations and distinguished from the concept 

nodes, but in other systems (such as SNePS [2]) semantic relations are viewed as 

another type of node.  When a representation formalism also has a defined 

method for combining (or "unifying") concepts to form larger concepts (as with 

conceptual graphs [3]), it may also serve as the logical representation for an 

assertion or an entire discourse.  Most semantic networks have been created using 

semantic relations which are not fully defined logically to allow unambiguous 

inferencing to be performed, and the FACTOTUM semantic network also lacks 

full formality in that regard.  In contrast, the CYC system places heavy emphasis 

on reasoning with the semantic relations at an early stage, but CYC has not been 

demonstrated to be notably useful for language understanding tasks.  With 

language understanding as the main goal, it was nevertheless considered 

important to determine which semantic relations play a prominent role in the type 

of thinking that humans perform in linguistic composition, a task for which the 

Roget's Thesaurus has been much used.  At the first stage it is necessary to 

recognize semantic relations at a level close to the linguistic, and subsequently 

these relations may be defined in more logical detail to allow the precise 

inferencing necessary for human-level language understanding. 
 

Construction of a conceptual semantic network presents several major design 

decisions: (1) defining the structure of the hierarchy; (2) selection of a set of 

semantic relations to relate the concepts; and (3) specifying the logical operations 

which operate on the network.  For much of the work in knowledge 



representation, for example in the KL-ONE family of languages [4], the emphasis 

has been on finding a representation that will allow inferences which are complete 

and tractable.  Thus the third design factor has been of greatest concern.  In 

designing a semantic network for language understanding, other concerns, such as 

utility in word-sense disambiguation, may be viewed as more urgent, and the 

emphasis will correspondingly shift to design factors 1 and 2, even though the 

ultimate purpose of a conceptual semantic network is to support inferencing in the 

process of language understanding. 
 

A distinction may be drawn between a computer lexicon containing syntactic, 

morphological, and collocational information, and a semantic network containing 

only conceptual information.  A further distinction is often made between a 

terminological database, containing only word definitions, and an assertional 

database, containing facts about situations or events in the "real world".  In 

practice, it is probably impossible to include enough information about the 

meaning of words to permit human-level understanding of a text, unless a 

substantial amount of "assertional" world knowledge is include in the database.  

We therefore do not try to enforce a rigid separation between terminological and 

world knowledge, though the emphasis is on including only sufficient information 

to allow understanding of word meanings. We assume here that eventually all 

information about word usage, grammatical, definitional, and practical uses, will 

be combined in a single database, and for convenience we will also call that a 

semantic network. 
 

In all semantic networks, of special concern are the hierarchical links, 

representing membership in classes.  Because of the transitivity of class 

membership, such links allow the use of inheritance of properties, permitting a 

more compact and more easily maintainable form for the lexical database.  But 

even with respect to this most fundamental semantic relation, differences among 

researchers appear, for example, on the degree to which the inheritance may be 

defeasible, and, importantly, as to which classes (or types) should be defined in 

the hierarchy.  The best set of categories to represent the world has been viewed 

as very problematic, since different goals for a knowledge representation appear 

to dictate different methods of splitting concepts into subtypes.  One solution, 

which we adopt here, is to allow multiple inheritance, which allows different 

users to define special concepts representing aggregates of concepts which may 

be related in specialized contexts. 
 

However, even if a uniform representation format is used, the resulting categories 

in different classifications may be so divergent that it may be impossible to 

transfer concepts between two different systems.  There is therefore a strong 

incentive to try to find areas of agreement to advance the process of developing a 

standard ontology, at least for the fundamental defining concepts that can be used 

to create more complex concepts.  Since there are aspects of semantic relations 

that have not been fully treated in the existing literature, we hope that the 



examination of semantic  relations in this study will provide additional data to 

allow a standardized ontology to be eventually developed and adopted by 

cooperation among different groups, and that is fully adequate for the task of 

language understanding. 
 

As a practical matter, most efforts at building practical language understanding 

systems have concentrated on specific subject matter, where the most important 

concepts can be represented in sufficient detail to achieve a useful level of 

understanding [e.g. see 5, 6, 7].  However, the question raised by the specialist 

approach is whether systems designed in isolation will be able to communicate 

information between them.  The evidence suggests not.  Ideally, all knowledge 

representation systems might use a common general hierarchy and a standardized 

set of semantic relations, creating new concepts or aggregates of existing concepts 

as needed for specific applications, but preserving a large area of commonality 

allowing efficient communication.  Some requirements for the development of 

such a general ontology have been suggested by Gruber [8], and by Bateman [9].  

However, skepticism about the possibility of agreeing on such a general ontology 

is often expressed
1
, and even the utility of a general ontology has been questioned 

[10].  Such skepticism may be due at least in part to a paucity of general 

ontologies available to be tested in specific applications. 
 

The development of separate representation languages for different applications 

might not prove a fatal barrier to communication between systems if some 

method of knowledge conversion is available.  One project directed at developing 

a knowledge-conversion method is the KIF project [11], which is developing 

specifications for knowledge representation which would allow transfer of 

knowledge from one formalism to another.  The proposed KIF standard has been 

coordinated with a corresponding conceptual graphs (CG) representation standard 

[41], and the two standards represent alternate linear and graphical methods for 

representing knowledge, which are interconvertible with each other.  These two 

representation standards are based predominantly on first-order logic; however 

the use of these standards for knowledge representation is effectively theory-

neutral, and merely provides a method for recording knowledge.  The methods for 

use of the knowledge thus represented need not involve first-order logic, and is 

unrestricted. 
 

Although the KIF and CG standard provide a format for recording knowledge, 

there is no corresponding standard for the content of a common knowledge base.  

Without some agreement on the type hierarchy and defined semantic relations, the 

ability to transfer knowledge even in an agreed common format will be severely 

impeded.  Even where hierarchies of two systems look similar, the absence of 

similarity in the semantic relations used may make it impossible to determine if 

                                                 

1 An active discussion of such issues can be found via the Conceptual Graphs listserver.  

Inquiries may be made to cg-request@cs.umn.edu. 



two concepts are in fact identical, preventing meaningful merger of two 

knowledge systems.  There has been a recent study to determine if a standard 

ontology can be developed by merger of existing ontologies [39]. 
 

Agreement on the basic outlines of such a common semantic network would 

enhance the utility of a knowledge interchange format such as KIF or CG.  

Among current efforts to develop large semantic networks, the CYC project [22] 

and the Japanese EDR project [34] stand out by virtue of the size of the effort 

expended.  The Princeton WordNet system [14] also has a large semantic 

network, although it uses fewer than fifteen types of semantic links.  The 

WordNet system is being replicated in other languages within the European 

Computational Linguistics community, which is developing a set of semantic 

networks in several languages, collectively called Euro WordNet [37]. 
 

One concept classification system, Roget's Thesaurus, has been in use for literary 

composition for over one hundred and forty years.  Developed for purposes quite 

different from computer communication, it nevertheless contains a wealth of 

explicit and implied information about English words and their underlying 

concepts, which could be usable in a formally defined semantic network for use 

by computers.  After some examination, it was apparent that the process of 

extracting implied semantic link information from the Roget into computer-usable 

form would be very difficult to perform automatically, and would likely be 

performed more accurately using inspection by a human interpreter to specify the 

proper location for each concept in a semantic network.  Thus the present work 

was undertaken to convert the information in the Roget's thesaurus [12] into a 

hierarchical semantic network.  The practical utility of the resulting network must 

be tested in real language-understanding applications, but the tests cannot be 

performed realistically until all of the words to be found in the test texts are 

properly classified within the network.  The potential of Roget's Thesaurus in its 

original form as a basis for merging specialist thesauri has previously been 

discussed by Liddy et al [30]. 
 

The completely manual construction of a full semantic network even for only the 

most common words (e.g., those recognized by a word processor spell-checker) is 

a very labor-intensive task, requiring probably several hundreds and perhaps over 

a thousand person-years to enter the most important semantic relations for each 

word.  Thus the present work is not intended to construct a complete semantic 

network, but to develop the basic outline of such a network to a point where it 

may be tested for utility in language understanding tasks.  It is hoped that 

subsequent to the initial creation of this bare framework, later stages of 

enhancement and supplementation will be accelerated by the use of automatic 

processing of large text corpora and dictionaries. 

It remains to be determined how much hand work will be required to get to the 

point where automatic methods will be able to extract most of the necessary 

information from dictionaries or free texts.  It seems clear that some degree of 



hand-encoding of word meanings will be needed to bring our automatic systems 

to the point where they can extract the remaining information, and this work is 

undertaken with the conviction that a bare outline of a semantic network such as 

might be developed from the Roget thesaurus is the minimum hand-encoded 

information that will be required to make the automatic extraction of additional 

necessary details feasible. 

 

2 METHOD FOR EXTRACTING INFORMATION FROM THE ROGET 

 

We viewed the Roget as a partly-constructed outline of a semantic network, 

needing some rearrangement in order to make the hierarchy useful for inheritance 

of conceptual properties.  In addition, the semantic links in this network were 

only implicit, and needed to be marked explicitly.  After initial examination it was 

decided that to mark the semantic relations, we would use only one of the several 

lists of semantic relations previously proposed, namely that of the UMLS [19]. 
 

The Version of Roget's Thesaurus used for this investigation was that published in 

1911 [12].  In the course of this work, some additional vocabulary has been 

added, but no systematic supplementation has yet been undertaken, and this 

version is deficient in modern technical vocabulary
2
.  This version nevertheless 

represents a complete human language adequate for communication of ideas, 

definition of new concepts, and learning, using only the natural language itself.  

The number of headwords, originally 1043 in the 1911 Roget, has been 

approximately doubled in the present version of the FACTOTUM SemNet, but 

most of the added headwords were for technical topics.  Once a classification of 

the most general concepts has been completed, supplementation with modern 

vocabulary should be relatively straightforward. 
 

The Roget's Thesaurus was first published in 1852, and the original classification 

scheme was retained essentially unchanged through the fourth edition of 1977.  A 

recent fifth edition modified the classification scheme, eliminating the hierarchy.  

The electronic version of the 1911 edition was prepared by us and used as a 

simple word-processor file, and modifications were made using a commercial 

word processor (Microsoft Word). 
 

The 1911 thesaurus was organized in a quasi-hierarchical fashion, with six top 

categories (Abstract Relations; Space; Matter; Intellect; Volition; and Affections) 

branching in a shallow tree to about 1050 headwords, all nouns.  In many cases 

the underlying concept of a headword might more appropriately have been 

categorized as a verb or adjective, but the classification proceeded from the 

nominalized forms. We have retained the classification by nominalized forms.  

Wherever possible, the Roget juxtaposed a concept with its antonym.  Each 

                                                 

2 It was necessary to use this early version due to the inability to obtain an appropriate 

license from the copyright holder of recent editions. 



headword formed the title for a main entry containing words conceptually related 

to the headword, grouped as nouns, verbs, adjectives, and adverbs.  However, the 

conceptual relations within each main entry were quite varied, and were not 

explicitly marked.  Thus subtypes of a headword were not distinguished from 

parts, causes, or metaphorically related words, although there is a tendency for 

words with a specific semantic relation to the headword (such as human types 

who perform certain roles) to be grouped together in a paragraph.  It is apparent 

that there is a large amount of intuitively valid semantic structure in this lexical 

database, and the task we undertook was to extract that information into a form 

usable by a computer program. 
 

The main tasks in preparing a semantic network from the Roget were; (1) to 

modify the hierarchy to allow optimal use of inheritance; and (2) to define and 

mark the semantic relations between the headword and the related words within 

that main entry.  The work was aided by a custom-designed indexing and viewing 

program ("Thesview"), which was written for the purpose by Dr. Alexander 

Gelbukh.  This program allows one to rapidly find an index word, distinguish the 

word senses, and directly view the text of the thesaurus at the point where that 

word appears.  The hierarchy path above the index word can also be viewed. 
 

As discussed above, there is a common perception that there is no unique 

universally valid hierarchy (ontology) that is likely to be accepted by all 

computational linguists, and we do not suggest that the hierarchy devised by this 

procedure is necessarily superior to others created for other purposes.  On the 

other hand, the dense store of implied semantic relations within each main entry 

of Roget provides an unusual and valuable resource for discovery of semantic 

relations which may be important in understanding language, but may have been 

overlooked by research to date. 
 

The semantic network being constructed by this process is named the 

FACTOTUM(R)
3
 SemNet.  When the first version of FACTOTUM has been 

completed, it will still be merely a skeletal outline of what a fully-connected 

semantic network must be, in order to be truly useful in language understanding.  

However, it may nevertheless have some utility even at an early state.  We believe 

that Minsky's view of studies of the human mind,  "until you've seen some of the 

rest, you can't make sense of any part."[13], applies equally to understanding the 

meanings of words, which are intimately connected to others by multiple 

semantic linkages. 

2.1    The Hierarchy 

 

The guiding principle in revising the Roget hierarchy was to allow maximum use 

of inheritance in defining words.  This is convenient both for compactness of 
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representation, and for ease of maintenance of the lexical database.  At present we 

have no automatic procedures to measure compactness, and decisions on 

hierarchical organization were made solely on the judgment of the author.  To 

optimize utility of the inheritance function, the inheritance of properties is 

considered in general non-defeasible unless negated by an explicit exception.  The 

semantic network is intended only as a terminological, or type network, and does 

not purport to contain assertions about objects in the real world (as in the KL-

ONE or CYC assertional languages).  Nevertheless, the relationships among types 

mirror those among real-world objects, and in some cases the expression of these 

relations can require complex frame-like descriptions. 
 

For the purpose of exploiting inheritance, there did not appear to be any benefit in 

distinguishing ordinary type concepts from roles, since there was no consistent 

property of the words usually thought of as "roles" (mother, president, student, 

plumber, carburetor) which could be ascribed to all of them.  It appears that the 

intuitive concept of "role," even if applied only to humans, specifies a 

heterogeneous collection of concepts which, to a greater or lesser degree, strongly 

imply that the individual "playing a role" has a necessary link to some other 

object.  But this phenomenon of necessary link is precisely what is intended by all 

of the semantic relations connecting concepts in the FACTOTUM SemNet, and 

the distinction between the "role" link and other links is difficult to specify 

precisely.  Among the sets of concepts, however there are some which also carry 

the attribute "role," namely those which are commonly used in the linguistic 

expression "x of y", where "x" has the attribute role, and where "x" can also 

specify an individual (concrete) object, and "y" is also an object.  We anticipate 

that in reasoning with this semantic network, the links implied by the "role" 

attribute will be stronger, in some sense, than the average semantic relation. 
 

For many of the concepts, the hierarchical links as well as the other semantic 

relations will constitute necessary but not sufficient conditions for definition, thus 

forming only partial definitions of the concepts in the network.  Those concepts 

which cannot be completely defined solely in terms of other concepts are 

considered the "primitive" concepts of the system.   Although in its mature form, 

there may be fewer than three thousand true primitive concepts, at the first stages 

there will be few completely defined concepts. 

It was apparent at an early stage that multiple inheritance is the most natural 

means to represent many of the relations implied in the Roget structure, and this 

also allows the flexibility to create specialized aggregates of concepts which are 

useful for specific practical applications.  The resulting hierarchy therefore forms 

a forest, rather than a tree structure.  Because of the one-dimensional nature of 

text, the main hierarchy displayed on paper does not graphically show the 

numerous secondary hierarchical links, which are logically equally important.  

After the first version is completed, tests must yet be performed to verify that 

there are no cycles within the hierarchy. 
 



The hierarchy resulting from the modification of Roget retains a large proportion 

of the Roget structure, but many segments were shifted to conform to the desired 

goal of maximizing inherited characteristics.  Rather than have separate 

hierarchies for nouns and verbs as in WordNet [14], we retained the Roget 

structure of a single hierarchy based on nominalized forms.  However, certain 

subdivisions, such as the sections on actions or interactions of physical objects, 

might be viewed as principally verb hierarchies.  Likewise, certain subdivisions 

can be viewed as principally adjectival hierarchies, as for properties of physical 

objects, or human traits. 
 

Starting from Roget's organization, the most natural division appeared to suggest 

three main top categories.  These are (with examples of subtypes): 
 

(1) abstract relations (existence, state, relation, order, sequence, classification, 

quantity, number, cause, change). 

(2) physical world concepts (time, space, shape, location, matter, physical objects, 

substances, artifacts, physical action, event, motion, physical sciences, life, 

animals, and medicine). 

(3) mental concepts (mind, knowledge acquisition, sensation, ideas, knowledge, 

thought, emotion, volition, habit, human traits, motive, human goals and 

behavior, acting, plans, competition, communication, memory, truth, government, 

law, religion, possession, finance). 
 

The abstract relations include concepts neither principally related to the material 

world nor the mental realm, but applicable in either category.  The mental 

division is intended to include all concepts which would not exist without minds 

to invent them.  Some subdivisions of the physical division, such as medicine, 

may have a large component of "mental" character, being largely goal-oriented.  

But the actions and objects of the actions are predominantly physical in character.  

Thus this category was included with the physical sciences.  Other decisions, 

especially in the mental realm, may appear arbitrary, and we would expect 

independently designed hierarchies to have a different structure.  In cases where it 

is not obvious, the reasons for placement of specific categories at specific points 

in the hierarchy are discussed in comments within the semantic network file itself. 

The apparent arbitrariness of the divisions in such a hierarchy is substantially 

ameliorated by allowing multiple inheritance.  Where a certain application may 

find it beneficial to aggregate a group of concepts under a single category, there is 

no reason to prevent creation of a new category to accomplish that goal, with all 

of the desired categories as subtypes.  In this way, we may visualize at some point 

that a general semantic network may be usable by a large number of applications, 

with specific applications needing only to add details or create a relatively small 

number of new categories to form aggregates convenient for that application. 
 

The optimal form for such a general ontology will most likely be determined by 

testing different ontologies in a variety of applications, thereby learning which 



structures are useful and which are not.  An amalgam of ideas from different 

ontologies may ultimately provide the best hierarchy for diverse applications.  

This work was undertaken in the anticipation that the Roget Thesaurus, and the 

derived FACTOTUM hierarchy, may have useful structure to contribute to a 

general ontology. 

 

2.2    The Semantic Relations 
 

There were several lists of semantic relations available for use in specifying the 

relations perceived in the Roget structure.    A collection of articles discussing 

semantic nets and their relations can be found in reference [15].  In addition to the 

hierarchical relations isa/subtype, a number of other relations have been proposed 

to express the connections between concepts which are used by people in 

understanding language.  Markowitz et al [17] proposed a classification of 

semantic relations.  Chaffin and Hermann [35] present data to show that semantic 

relations are not simple primitives, but have more complex analyzable structure, 

and they classify relations according to such structure.  Mel'cuk has proposed 

about 60 relations (called Lexical Functions) required to define words with 

sufficient precision to represent all of a native speaker's knowledge of a word 

[20].  Dahlgren [16] lists 54 "feature types" for nouns which appear to be salient 

characteristics associated by people with various objects.  Other than synonymy 

and antonymy, the most commonly discussed are the part and causal relations.  

Parts and causes are included, for example, in the WordNet system.  Both part 

and cause have been split by many workers into more specific types; Iris et al. 

[18], for example, give evidence for four main subdivisions of the part relation.  

Motschnig-Pitrik and Kaasboll [36] present further discussion of the part-whole 

relations in the context of object-oriented techniques.  Our intention was to 

discover what relations are present in the Roget's thesaurus, using the thesaurus as 

a database in which the relations are implied.  However, we also wished to keep 

our relations compatible if possible with the UMLS metathesaurus [19], and for 

that reason we started with the 30 relations defined within the UMLS, which 

include part and cause.  This initial set of relations was divided into more specific 

types, or new relations were added as required to express the relations implied by 

the relative locations of words in each main entry of Roget.  For the purpose of 

discerning relations between words, the author relied upon his own understanding 

of the concepts involved, consulting commercial dictionaries to resolve 

uncertainties.  As has been discussed by Chaffin and Hermann [35], adult human 

informants are typically able to recognize relations between words, even when the 

relations are complex concatenations of simpler relations. 
 

The explicit relations that were marked in the Roget as a result of this work were 

extracted from a pre-existing text, in contrast to the alternate experimental 

methodology of querying human informants directly.  They nevertheless are 

likely to have substantial "psychological validity," since the text is of a special 



form for which the authors had the explicit purpose of juxtaposing words which 

were, according to their intuition, sufficiently related to have potential utility in 

composition.  However, those authors are no longer available for interrogation 

concerning their methodology. 
 

As with the UMLS relations, each of the semantic relations suggested here has an 

inverse relation, although in some cases the relation is symmetrical, i. e. the same 

relation in both directions (e.g. antonyms).  The initial set of suggested relations 

developed from this work should be viewed only as a first approximation, to be 

refined by more precise definition, and perhaps further subdivision. 
 

The format of the semantic relations differs from that commonly used, so as to be 

easily parsed from within the complex word-processing text which was used in 

effect as the main database.  The format also presents some flexibility in 

expression which was found useful for relations more complex than simple binary 

relations.  A set of double braces was used for binary relations, and triple braces 

for ternary relations. 
 

In a few cases it appeared desirable to relate two different concepts by more than 

one semantic relation.  For example, in the section dealing with embarrassment, it 

appears that the feeling of embarrassment has two distinguishable connections to 

the matter which caused the embarrassment: 

{{has_topic(embarrassment)}}  {{mcaused_by(embarrassment)}}   

source of embarrassment. 

These express the notions that a feeling of embarrassment is a mental activity 

with an external referent (the topic), and also that that topic is the cause of the 

feeling.  Such distinctions in some cases seem necessary to represent the relations 

between those concepts. 
 

As with WordNet, the individual concept entries, whether individual words or 

phrases, were organized in synonym groups, and the semantic relations are 

considered as holding between any word in one synonym group and any word in 

the related synonym group.  It has been remarked that synonymy has varying 

degrees (see, for example, chapter 12 in Cruse [33]).  We use the loosest 

definition of synonymy, in which the ability to substitute one word for another in 

at least one context makes two words synonymous.  In cases where a general 

concept is usually expressed in a specific context by only one word, we use a 

contextual relation (see (5) below) between the base concept and that specific 

word, rather than including that word in the main synonym group. 
 

The notation was designed for use in the linear-text format of a word processor 

file.  A typical binary relation holds between two categories (and by implication, 

the members within those categories).  Thus the relation: 

  {{causes(destruction): nonexistence}} 



states that destruction causes nonexistence.  The patient of the action is in this 

case implied, and the (as yet undefined) procedural implementation of the relation 

is responsible for handling such implications.  As can be seen from this example, 

even after recognizing and expressing a semantic relation between two concepts 

in this way, the practical utility of such a database of relations depends upon a 

careful and precise definition of the semantic relation.  Although Chaffin and 

Hermann [35] present strong evidence that some semantic relations may be 

decomposed into more fundamental elements, at present we view the semantic 

relations as a special subset of the "primitive concepts", each of which must have 

some unique procedural code which interprets the use of that concept in the 

context of the surrounding discourse, and creates the logical structure expressing 

the meaning of the text, under control of a language-understanding system.  The 

"meaning" of each semantic relation will thus be expressed by first-order-logic 

assertions or at least partly in procedural code, although there is likely to be much 

structure in common between many semantic relation definitions.  We did not 

expect to find an unambiguously unique set of semantic relations; the question of 

whether to split a particular semantic relation, such as part, or cause, into more 

specific subtypes depends upon how one intends to divide the effort of language 

understanding between the lexical database and the procedural definition of the 

semantic relations.  The more specific a semantic relation is, the less detail should 

be needed in its corresponding definition. 
 

In the KL-ONE knowledge representation system, the relations between concepts 

may take arbitrary forms, and there is no single privileged set of defined semantic 

relations.  We felt it desirable to restrict the number of defined semantic relations 

to the smallest set which is necessary to express the semantic relations observed. 
 

There were, however, specialized cases where it appeared most natural to define a 

semantic relation which would be used only one or a very small number of times.  

In these cases it seemed more appropriate, rather than to proliferate the general 

list of defined relations, instead to provide a mechanism for the ad hoc definition 

of a semantic relation for such specific cases.  In addition to minimizing the 

general relation list, this allows individuals constructing a specialized application 

to define semantic relations without fear of such relations being inappropriately 

used for other cases. 
 

As another consequent of the goal to minimize defined relations, one relation 

which was found to be valuable was the "property" relation.  Rather than define a 

predicate such as  

  red(x)  or is_red(x)  

to assert the redness of an object "x", we use the more general predicate 

"has_property": 

  {{has_property(x): redness}}. 

In fact, for the common properties of color, size, and weight for physical objects, 

such relations were usually expressed in a slightly different way, which required 



the modification of the simple binary predicate, as illustrated below for the color 

of gold.  In this way many adjectives can be defined as properties, avoiding an 

uncontrolled proliferation of semantic relations which are mostly duplicative of 

adjective definitions.
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It was also considered desirable to the extent possible to define only binary 

predicate relations, which are most likely to be transferable between different 

programs.  However, in the course of processing the Roget Thesaurus, it became 

apparent that a proper expression of the relations between words in many main 

entries was most naturally achieved by allowing some modifications of the 

standard binary predicate.  The most frequently used modifications were: 
 

(1) explicit ternary predicates required to express, for example, "betweenness" 

and ratios: 

 {{{between(river): left bank + right bank}}} 

 {{{has_relative_value(dollar + cent): 100}}}. 

The triple brackets are used for explicit ternary relations, and often the 

order of the arguments separated by a plus sign is significant. 
 

(2) argument modifiers, used to modify the meaning of one of the arguments, 

attached to the argument modified.  In these cases, the semantic relation usually 

has its full meaning only when all parts of the relation, including the modifier, are 

included: 

 {{has_part(bicycle): wheel[num=2]}} 

 meaning:  a bicycle has two wheels 

 {{has_property(gold): color[val=yellow]}} 

 meaning: the color of gold is yellow. 
 

The presence of such modifiers within relations make them in effect of arity 

greater than two, but they are distinguished from explicit ternary relations in that 

                                                 

4 One practical advantage of maintaining a small set of relations is that they can be more 
easily remembered and used by numerous individuals adding data to the semantic 
network, thus minimizing the problem of maintaining consistency within a large 
development effort. 

If the semantic relations are themselves maintained within a well-defined hierarchy, it will 

be possible to allow specializations of each relation, to express that relation in specific 

contexts.  The disadvantage of allowing such proliferation of relations is, as stated, the 

increased steepness of the learning curve for individuals who wish to add entries to the 

semantic network.  If the relation hierarchy is properly defined, it would not be an error 

for a knowledge-enterer to use a more general relation for the same purposes as a subtype 

specific relation.  The use of the more general relation would (1) increase the amount of 

computation required by the system at run-time, and (2) increase the chance of error in the 

inferencing process.  However, designing the set of semantic relations to allow such 

substitutions will permit individuals to begin contributing data to the system at an earlier 

point.  This is our goal. 



the modifiers can be viewed as attached to only the second argument of the 

predicate, rather than to both arguments simultaneously.  Considerations 

concerning the most appropriate formalism for treating such multiple arity 

predicates have been discussed by Lenat and Guha [22].  For the initial version of 

this semantic network, we have chosen to keep the actual expression of the 

relations as close as possible to natural language expressions. 
 

Note that the "property" relation is very flexible when combined with such 

modifiers.  This is the method which allows a relatively small number of defined 

relations (less than 200) to express a very large number of predicates, which 

might otherwise require some very specialized predicates.  As an example, in 

their discussion of CYC, Lenat and Guha [22] mention a predicate  

"surprisingTo", as a predicate modifying a fact in the database, for which 

predicate the arguments are the people to whom the fact is surprising. In 

FACTOTUM, the same concept can be expressed, but in a different fashion. The 

adjective "surprising" would be treated as a property of an assertion, in this 

manner: 

       {{has_property(assertion_32): surprising[to=Cassidy]}} 

The concept "surprising" is taken from its definition to govern two cases, the fact 

which is surprising, and the cognitive agent(s) to whom it is surprising.  The 

interpretation of each "has_property" predicate will depend upon the "property" 

which is predicated, which will be almost any attribute which can modify an 

object.  For example, the procedural code for interpretation of the property 

"surprising" will look for the two arguments, fact (of which it is a property) and 

an agent.  The code also knows to look for the "to" case marker, to indicate the 

agent. When called to interpret this semantic relation, the procedure for 

"surprising" will construct the logical structure with fact and agent in the proper 

location.  If similar predicate names are used in other databases, using an 

adjectival property with or without a fused case marker, it is likely that such 

predicates will be translatable automatically to the {{has_property}} format of 

the FACTOTUM database.  In many cases, we may expect that a similar 

compositional approach will work equally well in languages with other structures, 

such as inflectional languages with morphological variation indicating the cases, 

and with, for example, Japanese, with postpositional particles as case markers. 

Thus allowing such compositional modifiers appears to serve the goal of 

minimizing unnecessary proliferation of semantic relations without reducing 

expressiveness of the notation. 
 

The modifiers within the square brackets will, if not simple case markers, 

probably take on the nature of "primitive" semantic relations themselves, 

requiring definition.  The "[val=x]" modifier, for example, would need to be able 

to match values of attributes with the range of values which such attributes can 

take, distinguish between quantitative and qualitative values, and recognize 



measurement units.  It may also be efficient to allow such a predicate modifier to 

determine whether the value is outside the normal range of values for the object 

whose attribute is being predicated.  This checking process would occur at the 

time of compiling the semantic network from text format into logical format. 

  

(3) the use of predicates as arguments within predicates, 

 particularly to express functional relations: 

 {{has_function(cannon): propel[obj=shell]}} 

 meaning: a cannon is designed to propel a shell. 
 

(4) predicate modifiers, used as a very rough quantification of the frequency or 

degree of certainty of a relation: 

  (no modifier)  by default 

  &   sometimes 

  !   almost always 

  !!   holds by definition 

For example:  

  {{&caused_by(similarity): imitation}} 

  meaning: similarity is sometimes be caused by 

   imitation, but sometimes by other causes. 

The inverse, however, does not have the qualifier: 

  {{causes(imitation): similarity}} 

  meaning: imitation almost always causes similarity 

This illustrates one difficulty in automatically generating inverses from semantic 

relations.  A relationship which may be strong in one direction may be weak in 

the inverse direction.  Most semantic relations in FACTOTUM have thus far been 

marked only in one direction, and it is likely that determining the level of 

certainty for the inverse relation will require manual checking. 
 

Two other classes of predicate modifiers are allowed: 

 Negation.   Any predicate with a "not_" modifier attached to it 

   asserts that the relation does not hold. 

e.g. {{has_subtype(graph)}} {{not_part_of(cycle)}} acyclic graph. 

 "An acyclic graph is a graph which does not contain a cycle" 
 

 Disjointness: An "_x" modifier after the predicate asserts that 

    the list of arguments is exhaustive and disjoint. 

 e.g. {{has_subtype_x(maximum)}} local maximum; global 

maximum. 

 "The only subtypes of maximum are local maximum and global maximum" 
 

 Past event: A "_p" modifier after a predicate asserts that 

    the action or property specified occurred in the past. 

 e.g. {{property_of_p(married): widow}}. 

 "A widow had the property of being married at some time in the past" 



 

(5) Contextual relations were also deemed necessary.  These are not simple 

modifications of predicates, as they are not in fact predicates.  They express the 

fact that certain concepts in certain contexts are expressed with specific words.  

The notation uses a different bracket combination from predicate relations.  Thus: 

 {{has_subtype(render dry)}} {[with_object(corpse)]} mummify. 

 meaning: to dry a corpse is expressed as "to mummify" 

 Some of these contextual relations are similar in function to the "lexical 

functions" proposed by Mel'cuk [20]. 
 

A number of other deviations from simple binary predicates were found necessary 

to express the relations between words juxtaposed within each main entry of 

Roget, but many of these were used for only a few instances.  A full list of the 

relations and their definitions is too long for this article, but is available to 

interested parties
5
. 

 

3    CONTROL OF INFERENCE 

 

The purpose of finding the semantic links is to create slots attached to concepts 

encountered in text, which will allow resolution of references to concepts not 

explicitly mentioned in the text, as well as inferences such as cause and 

consequence, in the manner of frame-based and script-based reasoning.  The links 

will also assist in word disambiguation.  However, the problem arises as to how 

far it is necessary to proceed through the chain of linkages in order to achieve the 

desired level of understanding. 
 

In the CYC project, Lenat reports that their system can follow a chain of links to 

the sixth level.  Depending on the average number of links attached to each 

concept, proceeding to the sixth level could itself create serious combinatorial 

problems.  For example, if there were an average of six relations attached to each 

concept, bringing into memory all concepts attached, down to the sixth level, 

could in the worst case bring an intractable number (6
6
= 46,656) of other concepts 

into active memory, although cycles in the linkage paths would be likely to 

reduce this number substantially.  Clearly, there is a need for some control on 

how deep the inferencing goes.  In CYC, Lenat and Guha [22] describe the use of 

different functions ("Get0", Get4", etc.) which carry the inferencing to different 

levels, and in fact use different sets of inferencing mechanisms.  From our 

examination of the linkage paths in the Roget, it is apparent that different types of 

links have different "strengths", that is, different links are essential to differing 

                                                 

5 The FACTOTUM Semantic Network, the hierarchy of main entries, and the list of 

semantic relations are not presently available on the internet, but will be sent by e-mail in 

response to requests to the author.  Paper copies, CD-ROM, or DOS format disks will be 

supplied to those without e-mail access.  The SemNet text and viewing program are 

copyrighted, but may be used freely for research purposes. 



degrees for understanding the concepts to which they are attached.  This 

observations suggests that different types of semantic relations should have 

different designated strengths attached as attributes of the relations, and these 

strengths could be used to terminate chains of inference at different levels.  In 

addition, certain individual semantic relations appear essential for the definitions 

of some concepts, and less important for others.  Thus a uniform "strength" for 

any specific type of semantic relation may not suffice to properly control the 

inferencing.  For this reason, the relations essential to the definition of a concept 

are prefixed with a "!" symbol to allow differentiation from less essential 

relations, and to assist control of inferencing.  The strengths of relations are not 

numerically defined in the present version of the SemNet. 
 

The observations made in the course of this study suggest that grasping the basic 

meaning of different concepts requires traversing the network linkages to 

differing depths.  Unless a system using this network has sufficient speed to 

explore all concept links to the maximum required depth, the control of such 

exploration seems likely to be the main challenge in using this network. 

 

4    RELATED WORK 

 

A number of studies have sought to inquire into the variety and meaning of 

semantic relations for use in coding a lexicon [15, 21], and many semantic 

relations have been proposed.  However none of these studies have systematically 

explored the Roget's thesaurus as a method of discovering such relations. 
 

The most widely used general ontology available to the research community is the 

WordNet system [14] developed by the Princeton group under Prof. George 

Miller.  This is a large and mature system, with broad word coverage of modern 

English, and relatively complete with respect to its basic functions.  It has been 

investigated for various purposes by several research groups, and is being 

incorporated into other lexical databases.  FACTOTUM is still at an early state of 

development, and is less complete in its word coverage and is both less complete 

and less consistent in use of the defined semantic relations.  After completion of 

the first version of the FACTOTUM SemNet, we anticipate that there will be 

much useful data in WordNet which can be adopted to supplement the present 

work. 
 

Within the hierarchies of WordNet (version 1.4) and FACTOTUM there are many 

categories which are similar, but numerous differences also are present.  A 

detailed comparison of the two cannot be performed in this space, but the most 

important general differences are: 

(1) FACTOTUM has a single hierarchy organized by nominalized forms, and 

WordNet has two hierarchies, for the nouns and verbs; and the adjectives are 

treated separately. 



(2) The number of semantic relations (not counting inverses) used in WordNet is 

presently 7, compared to 150 in FACTOTUM.  Even so, WordNet has eight 

functions, such as entailment, verb case frames, and a meronym hierarchy, which 

are absent in FACTOTUM, and WordNet also contains definitions. 

(3) The word coverage of WordNet is significantly larger than that of 

FACTOTUM; for individual words (not counting multi-word phrases) 

FACTOTUM contains 42,000 and WordNet 56,000, with only 26,000 in 

common.   Thus there are 30,000 individual words in WordNet not present in 

FACTOTUM, however, a meaningful comparison of word stems (as contrasted 

with the orthographically different words) is made difficult by the variable 

number of morphological variants present in FACTOTUM. 
 

The PENMAN Upper Model [9, 24], is an ontology developed for the PENMAN 

language generation system.  Accordingly, the categories in the higher levels are 

motivated in part by an attempt to predict surface syntactic structure, rather than 

relations between concepts, and are quite language-dependent.  The hierarchy 

diagram therefore has many top categories different from that of FACTOTUM, 

although the categories several levels lower have some points in common.  The 

two-place relations also have many concepts in common with the semantic 

relations of FACTOTUM.  Although the PENMAN and FACTOTUM hierarchies 

serve quite different purposes, points of similarity suggest that it may be possible 

to use both in a single language-understanding system.  Where semantic 

characteristics are reflected in syntactic structure, we can expect some categories 

to appear similar in PENMAN and FACTOTUM. 
 

The CYC project [22] is a large industrial development effort to build a 

knowledge base to overcome brittleness in expert systems.  This project has been 

underway for over fifteen years, and in the process has changed its approach in 

several respects.  The current "knowledge base" is quite large; the scale and 

breadth of the CYC project is many times larger than FACTOTUM.  CYC has 

developed from defining general concepts to the point of defining individual 

contexts, called "microtheories" which can be accessed for specialized reasoning 

within the general framework [33].  The most common unit is the frame, and 

reports indicate that several thousand "slots" (serving the same function as 

semantic relations) have been used to relate concepts within frames.  Because it is 

an assertional knowledge base (as contrasted with the primarily terminological 

network of FACTOTUM), the logical relations used can be quite complicated, 

and are expressed in a notation similar to predicate logic.   Some relations are 

rather specific, such as "ComputersFamiliarWith" for people.  Examination of 

some of those apparently specific relations suggest that they can be represented 

by combinations of relations as used in FACTOTUM.  Thus the differences may 

not be too great to allow substantial transfer of knowledge across these two  

notation systems.  The hierarchy of CYC is also unusual, with "tangible objects" 

under the term "process", and "intelligence" as a sister node to "tangible object" 



under "individual object", disjoint from both the "intangible" and the "represented 

thing" categories.  It would be a challenge to relate knowledge between such 

disparate ontologies as CYC and FACTOTUM. 
 

The UMLS semantic network [19] is focused on medical topics, and does not 

treat general concepts in significant detail.  There are fewer than 200 categories 

linked by the semantic relations, and all of the concepts in  the UMLS 

metathesaurus are subsumed by one of those categories.  Though  we started from 

the UMLS set of semantic relations, the semantic relational terminology in 

FACTOTUM has diverged somewhat from UMLS, especially by splitting UMLS 

relations into more specialized subtypes.  Thus the merger of the UMLS thesaurus 

with the FACTOTUM SemNet  is likely to require substantial manual effort. 
 

A group at New Mexico State University has developed a semantic network 

called Mikrokosmos [38], which is oriented toward machine translation, and has 

been developed incrementally over a number of years.  Another group directed by 

Eduard Hovy at the Information Sciences Institute of the University of Southern 

California has explored methods for combining several existing ontologies to 

make progress toward a standard ontology.  This work [39] explored similarities 

in the SENSUS [40] and CYC [22] ontologies, and prepared an aligned, merged 

ontology that could serve as the beginning of a standard upper ontology for 

general use.  In neither of these systems is there a major emphasis on developing 

a sufficient set of semantic relations to permit nuanced definitions of words. 
 

Other semantic networks have been mentioned in the literature, such as the 

Japanese EDR project [34] and the CODE system of Douglas Skuce [23], but the 

published information is insufficient to allow a meaningful comparison. 

 

5    EVALUATION OF AND USES FOR A SEMANTIC NETWORK 

 

The ultimate utility of any given semantic network must be judged in comparison 

with alternative general ontologies in specific applications.  Preliminary measures 

of utility may be provided by developing a metric which will allow some 

judgment utility in limited tasks.  For natural language understanding, the subtask 

which may provide such a metric is word sense disambiguation.  One evalutation 

of this early version of the FACTOTUM SemNet for word sense disambiguation 

was reported by Gelbukh [42]. 
 

A semantic network like FACTOTUM can be useful for both statistical as well as 

semantic strategies in word sense disambiguation.  An example of the statistical 

use would be to develop a proximity measure based on links in the semantic 

network to look for associated words in a text and determine which sense is most 

likely, as explored by Yarowsky [25].  Such a method can be refined by 

weighting the links according to type, with the link weights determined by 

training against a corpus with marked word senses.  Methodological difficulties in 

the evaluation of word-sense disambiguation accuracy have been discussed by 



Ahlswehde and Lorand [26].  Semantically based disambiguation requires testing 

word combinations (such as adjective/noun or verb/case-filler) to determine 

whether the semantic attributes of the combining words are of compatible type, as 

exemplified by the Linguistic String Project's restriction language [27]. In the 

CYC project [22], this semantic matching function is apparently accomplished by 

the predicate "MakesSenseFor".  Other examples of the statistical use are 

provided by Morris and Hirst [28], who used a proximity measure based on links 

in the Roget's Thesaurus to determine topic boundaries in a discourse, and by 

Voorhees [29] who used WordNet to disambiguate word senses for information 

retrieval, and found little benefit.  To develop an accurate metric of utility for a 

semantic network from such potential applications will, however, require 

additional research. 

6    FUTURE WORK 

 

The semantic relations which have been recognized as used in the Roget are thus 

far defined only as relatively simple slots.  To be useful in inferencing or for 

natural language understanding, a more detailed definition of each semantic 

relation in logical format must be developed.  Since the final set of semantic 

relations and modifications was developed gradually in the course of the scanning 

of the thesaurus, the consistency of the  distinctions within each main entry of 

those words which are subtypes and those which are otherwise semantically 

related to the headword needs to be improved.  In addition, the referenced words 

within some semantic relations have not been distinguished as to word sense.  The 

semantic network must also be supplemented with additional words to bring it at 

least to the level of completeness of the WordNet system.  Finding 

correspondences where possible between the word senses in WordNet and those 

in the FACTOTUM SemNet is an additional possible future task.  Additional 

automatic supplementation of the FACTOTUM SemNet with new words from 

unmarked text, might be possible using semantic classification techniques 

dependent on context, as described by Futrelle and Gauch [31]. 

7    CONCLUSIONS 

 

Examination of the implied semantic relations used to organize the Roget's 

Thesaurus reveals that the relationships that are considered salient and significant 

from the point of view of linguistic composition are numerous, nuanced, in some 

cases complex, and often differ from those used in other systems.  Existing 

ontologies have given much less attention to these nuances within semantic 

relations than to their hierarchies.  Since accurate communication between 

computer systems will require the use of a standard set of semantic relations to 

define concepts in a common ontology, considerable additional effort will clearly 

be needed to develop a consensus on the semantic relations that should be used. 
 



The entire 1911 Roget has been reorganized into a hierarchical semantic network 

containing approximately 2,000 main entries.  This semantic network has more 

usable structure than the original Roget's Thesaurus, and presents and alternative 

structure for a semantic network from that of the WordNet.  However, 

considerable additional effort will clearly be needed for the resulting semantic 

network to reach the level of usability of the WordNet system. 
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