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For a large set of documents, certain numerical characteristics (metrics) are dis-

cussed that allow to select the documents relevant to a given topic and divide the 

set of the relevant documents into several groups (clusters) reflecting various sub-

topics of the given topic. The choice of the metrics is justified by expected results 

for known examples. A given topic is defined by a domain-oriented keyword 

dictionary. The results are implemented in a program Text Classifier.  

1 INTRODUCTION 

1.1 Practical tasks 

Consider a Program Committee of a large congress that receives many hundreds 

or thousands of submissions. The first problem to be solved is to select from them 

the texts that are related to the main topic of the congress. Then these texts are to 

be subdivided into several groups (clusters). Usually the number of such clusters 

is known in advance since they reflect various sub-topics by the main topic of the 

congress. These clusters of texts will be a base for the future sections or subsec-

tion of the congress.  

Another example is the search for the data on some specific problem in a large 

digital library. Here also first of all, the relevant documents are to be selected, and 

on the second step they are to be clustered so that the clusters would represent 

some subtopics or aspects of the given topic. Then the specialist can select the 

cluster that is most interesting to him or her at the given moment and ignore all 

other documents. In this situation the number of clusters is unknown a priori. 

Also, clusterization of the relevant information is a tool for extracting hidden 

knowledge from the data. Organization of the data in clusters allows the user to 

form hypotheses about the possible reasons for such grouping [Andriaans, 1997]. 

As a set of documents for the examples given in this paper, we use the interviews 

of 32 ecologists interviewed by the experts of Moscow City Administration. The 

interviews are from 2400 to 11700 words long. A DD for the domain under con-

sideration was prepared. A priori it was known that among the ecologists there 

were three groups of specialists: journalists writing on the ecology, administrators 



engaged in the organization of ecological actions, and scientists. The problem 

consisted in selection of relevant material and its classification for further consid-

eration by the specialists of Moscow City Administration. 

1.2 Computer aided document selection and classification 

The tasks described above are typical for many applications. In the procedure of 

solving of such a task there is a common element, namely, selection of two 

thresholds: the one for the selection of the relevant documents and another one for 

their subdivision into clusters. Also, a formal implementation of the mentioned 

operations needs some metrics that would allow evaluating a degree of relation 

between a document and a topic under consideration, as well as between different 

documents.
1
 There are various subjective considerations both in constructing such 

metrics and in selection of the thresholds. Therefore, no program can formally 

solve such problems on its own. However, a program can make the process of 

decision making more objective if it transforms the subjective user’s notions into 

formally calculated characteristics, basing on which the used makes his or her 

informal decisions. Specifically, a program should provide to the user the possi-

bility:  

• to use various characteristics reflecting the user’s system of preferences  with 

respect to the contents of the documents,  

• to suppress the “hurricane” (too high) values that reflect non-uniformity of 

the document set and distort the obtained results. 

Besides, the software should provide a possibility to verify the stability of the 

results as an indirect indicator of their correctness. 

These desiderata were taking into account in the development of the program 

Text Classifier for selection and classification of documents. It was designed to be 

used by large variety of end users in their everyday work, rather than by specially 

trained experts. This paper describes some features of Text Classifier, in particu-

lar, various metric relations used in the program. 

2 NUMERICAL REPRESENTATION OF A DOCUMENT  

2.1 Domain dictionary 

The metrics mentioned above can be constructed in two ways: directly using the 

textual form of the document, or basing on its intermediate numerical representa-

tion. We use the latter way. One can suggest various numerical representation of 
                         
1 We informally use the term metric instead of measure in order to emphasize the prox-

imity relation between a document and the theme or between different documents, though 

such measures may not satisfy the mathematical definition of a metric. 



the document: for example, a list of its words with their respective frequencies, 

such a list normalized by the size of the document, etc. However, such representa-

tions based directly on the words of the documents are not convenient for docu-

ment comparison since different documents have different vocabularies. One 

could then suggest restrict the words included in such word lists for the docu-

ments to the general lexicon, for example, to the top 6000 most frequently used 

words (the total probability of the appearance of such words in documents in 

European languages is about 0.7), which would be a quite complete numerical 

representation of textual document. However, this way has some essential draw-

backs:    

• The majority of the words specific for the topic under consideration can be 

absent in the general lexicon, so such numerical representation will not be 

relevant for the topic at hand. Analogously, the majority of the words used in 

the documents relevant to some specific narrow topic can be absent in the 

general lexicon; 

• The majority of words of the general lexicon are absent in a specific docu-

ment because of its limited size, so that the resulting frequency vector would 

be too sparse and its high dimension not justified. 

Besides, such a method considers all words from the general lexicon independent 

from each other and does not consider stable word combinations, while every 

specific domain usually has its own set of such stable combinations.  

Thus, since only the following characteristics are relevant for our discussion: 

• the relation between a document and a given topic, and 

• the relation between different documents within the same topic, 

a more preferable representation is a list of the words or word combinations con-

tained in the document, with their respective frequencies, restricted to the words 

and word combinations relevant for the topic at hand.  

In our work, a special form of a keyword list relevant for a given topic called a 

domain dictionary (DD) is used. It is described in detail in our paper [Alexandrov 

2000] published in the same volume. 

Every DD defines an appropriate domain. It is natural that some subset of key-

words from this DD defines some appropriate sub-domain. This list of keywords 

can be considered as a sub-DD. 

Any selection and classification results obtained with keyword lists are very sen-

sible to the contents of the DD. Thus the compilation of such DDs requires a spe-

cial technology and a very careful work. An appropriate technology is described 

in [Makagonov 1999]. DDs have demonstrated their advantages for the definition 

of thematic structure for Spanish [Guzman-Arenas 1998], English, and Russian 

[Makagonov 1999] documents. 



2.2 The image and the theme of a document  

Using a DD, for every document so-called document image can be built with re-

spect to the appropriate domain. Such an image is a list of the domain-specific 

keywords with their respective numbers of occurrences in the given document. 

Obviously, the document image depends on the specific DD, so that one and the 

same document has many images, one for every DD. 

Hereafter in this paper it will use the word domain as a formal term for a topic 

defined as a specific DD. We will use the term theme of the document to refer to 

the characteristics reflecting the contents of a specific document. 

Given a DD, each document image can be considered as a vector (X1, X2, ..., Xk, 

..., XN) in the multidimensional space with the dimensions corresponding to the 

keywords of the DD; this vector corresponds to the theme of the given document. 

All documents reflecting the same theme have parallel vectors. Indeed, let us 

consider the document nd obtained as a concatenation of n copies of the given 

document d. Naturally, it has the same theme as d, while its image (nX1, nX2, ..., 

nXk, ..., nXN) is parallel to that of d. On the other hand, let us consider a document 

d' that has no relation to the domain under consideration, and attach it to source 

one d. Naturally, the resulting text d + d' has the same theme with respect to the 

domain under consideration as d, while it has the same image which thus is paral-

lel to that of d. 

3 SELECTION OF RELEVANT DOCUMENTS 

3.1 Weight of a document 

We use the absolute document weight for evaluation of total amount of informa-

tion on the domain in a document. Let (X1, X2, ..., Xk, ...) be the image of a docu-

ment d for the given domain and (A1, A2, ..., Ak, ...) be the coefficients of impor-

tance for the corresponding keywords in the DD. Then absolute document weight 

can be calculated according in different ways. The simplest variant is the follow-

ing:  
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where N is the size of the DD. This measure has the important property of being 

additive with respect to the sub-domains reflected in the document. Namely, let a 

DD of N keywords is subdivided into two non-intersecting subDDs of K1 and K2 

keywords, respectively, where K1 + K2 = N. As it was mentioned in the section 1.2 

above, these subDDs define two different sub-domains. According the formula 

(1), the total amount of the information for to these sub-domains in the document 

equals to the total amount of the information for the whole domain. This corre-



sponds to the intuition about the contribution of sub-domains in their common 

domain. Some other possible measures, for instance, the quadratic one: 
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are not additive with respect to sub-domains. 

Linear measure (1) reflects the total amount of the relevant information in the 

document. However, our purposes are different: to evaluate the correspondence of 

the document to the domain and to compare two documents. In this case, the ab-

solute document weight should be normalized by the document size. For this, we 

consider a 1000 word document as a standard size. If our real document contains 

M words then the normalizing coefficient is 1000/M, and the relative weight of 

the document is 1000 MW× , where W is defined as (1). With this, concatena-

tion of several copies of the same document d into a new document nd has the 

same relative weight as d. On the other hand, concatenation of d with another 

document d' which has the same length but no relevance for the given domain has 

the relative weight twice less than d. This corresponds to the intuitive notion of 

the share of the text occupied by a given domain, or a density of the given domain 

in the given text. 

Hereafter, we will use only relative document weight without specifically indicat-

ing this. 

3.2 Relevance measure 

Now we are almost ready to define the quantitative measure for the relevance of a 

given document for the given domain. To begin with, let us first suppose that all 

coefficients of importance are equal to 1, which means that all keywords are 

equally important for the given domain. Then the normalized weight is equal to 

the number of the domain-specific keywords per 1000 words of the document. 

In usual practice the experts working with DDs use, on the basis of their experi-

ence, the following criteria – which we below will show to be insufficient:  

• A document has a good relevance for the given domain if it contains at least 1 

keyword per approximately each 2 or 3 phrases;  

• A document is irrelevant for the given domain if it contains less than 1 key-

word per approximately 10 or 15 phrases; 

• Otherwise, the document has some relation to the domain.  

In all European languages, phrases contain on the average about 7 words. Thus, 

these estimations can be rephrased as follows:   

• Good relevance: more then 50 keywords per 1000 words, i.e., 50 O
OO

; 



• No relevance: less than 10 keywords per 1000 words, i.e., 10 O
OO

; 

• Some relevance: between 10 O
OO

 and 50 O
OO

, 

where O
OO

 stands for per mille. This gives an approximate evaluation of the 

weight for definition of document relevance: relevant documents have the weight 

more then 50, irrelevant documents less than 10, and the documents with the 

weight from 10 to 50 belong to the intermediate case. 

In the general case of arbitrary importance coefficients Ak the same numerical 

values for the weight W calculated by (1) can be used. Really, one occurrence of a 

word with an importance coefficient Ak can be considered as the corresponding 

fraction of one occurrence of a word with the coefficient 1, i.e., e.g., two occur-

rences of a word with Ak = 0.5 correspond to one occurrence of a word with Ak = 

1. Thus, with the coefficients less than 1, the same weight corresponds to a larger 

number of occurrences of the keywords. 

Actually, the document weight is not the only characteristic important to distin-

guish documents relevant for the domain from the irrelevant ones. The relevance 

of the document for the domain is defined through both the document weight W 

(that reflects the coverage of the document by the DD and thus can be called 

document coverage) and the coverage of the DD by the document (which we will 

call dictionary coverage). These two characteristics are independent from each 

other and have orthogonal meaning: one of them expresses a quantitative result 

while the other its reliability; for the resulting probabilistic measure they are 

combined together. 

Really, if only one keyword from the DD is repeated many times in the document, 

then the relevance of this document for the domain is at least doubtful. For exam-

ple, a text that many times mentions the word agent has a high weight W for a DD 

on modern computer science, while it very well can be a detective story having 

nothing to do with software agents. The dictionary coverage is defined through 

the number of keywords from the DD that have occurred in the text at least once:
2
 

• Good coverage: more then 75% keywords of the DD are used; 

• Poor coverage: less than 25% keywords of the DD are used; 

• Intermediate case: between 25% and 75%. 

If the document very extensively uses less than 25% keywords of the DD then, in 

spite of that it has poor overall coverage of the DD, it may be very relevant for 

some appropriate sub-domain of the given domain (though if the used subset is 

too small it can as well have nothing to do with the domain). 

                         
2 In general, it can be defined through the dispersion of the numbers of occurrences of the 

keywords over the DD, though in this paper we use a simplified measure that only distin-

guishes whether a keyword was used at least once or not. 



In summary, to decide how probable it is that the given document is relevant to 

the given domain, these two orthogonal pieces of information – the measure and 

its reliability – are to be combined. The empirical combination recommended to 

the users is given in the Table 1. We do not consider here the intermediate cases; 

the conclusion for those cases is not reliable.  

Therefore, the user should use simultaneously two characteristics of the text – the 

weight and the dictionary coverage – in order to make the decision about the rele-

vance of the document to a given domain. 

3.3 Example 

Figure 1 shows the weights and dictionary coverage for the set of the interviews 

mentioned in the section 1.1. Every vertical bar in the histogram represents one 

document. The height of the bar reflects the weight of the document, while the 

dictionary coverage is represented visually by the saturation of its color: the 

documents with poor dictionary coverage are shown in a semi-transparent color 

that indicates their weakness, while those with good dictionary coverage are 

shown in a strong color. 

In Figure 1, the threshold for the weight (represented by a horizontal dotted line) 

is set to 60; nearly all documents have the weight greater than 60 and thus are 

considered potentially relevant, though the documents number 10, 13, 24, 5, 31, 

26, 2, 8 that form the right part of the histogram are rejected. The documents 25, 

1, 7, 28, 12, 15, 32, though are accepted as possibly relevant reflect some sub-

domains rather than the whole domain; this group of documents needs to be fur-

ther investigated for the decision on their relevance to be made in each case indi-

vidually. 

                         
3 For this case, we leave open the question about the relevance of the document for the 

whole domain, since it depends on the user’s needs. For example, if the text is devoted 

specifically to hydrodynamics, it’s up to the user to decide whether this text is to be con-

sidered devoted to physics. 

Table 1. Subjective estimations of relevance. 
 

Document 

coverage (W) 

Dictionary

coverage 
Conclusion 

Good Good Good relevance for the domain. 

Good Poor Good relevance for a sub-domain.
3
 

Poor Good No reliable conclusion can be made. 

Poor Poor No relevance for the domain. 



4 CLASSIFICATION OF RELEVANT DOCUMENTS 

4.1 Distance between documents 

The vector form for representation of the document images gives the formal pos-

sibility to apply some traditional metric relations used in mathematics, though 

their use is to be justified. Such a justification can consist in comparison of the 

results of such application with the results on known examples.  

Let (X11, X21, ..., Xk1, ...) and (X12, X22, ..., Xk2, ...) be the images of two docu-

ments, and (A1, A2, ..., Ak, ...) the coefficients of importance for the appropriate 

keywords. If the documents have the same length then the distance D between 

them may be measured using the following metrics: 

• Correlative metric 
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Figure 1. Weight and dictionary coverage of the documents for a domain. 



• Euclidean metrics of various degrees: 
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and in general for an arbitrary p=1, 2, 4, ..., ∞: 
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If the documents have different sizes M1 and  M2 then the same formulas can be 

used, but instead of the usual coordinates 
1k

X  and 
2k

X  the following normal-

ized values are to be substituted: 
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These metrics reflect various approaches to the notion of closeness between 

documents. Really, a document image (with or without normalization) defines 

some vector in the space of the keywords, the direction of which corresponds to a 

specific theme of the document with respect to the given domain, while the length 

of the vector corresponds to the contribution of the domain to the document.  

The correlative metric defines the angle between the document images. It does not 

depend on their lengths, i.e., on the density of the keywords. So the correlative 

metric reflects the difference between the themes in the documents. Indeed, if we 

concatenate a document d with another document d' that has no relation to the 

domain under consideration and thus does not change the theme of d, then the 

correlative distance between the documents d + d' and d is equal to 0, i.e., these 

documents are identical. In other words, the correlative measure does not depend 

on the noise in the documents. This result corresponds to the intuition about the 

closeness between the thematic structures of two documents.  

The Euclidean metrics depend on both the angle between the document images 

and their lengths. If two documents reflect the same theme or close themes then 

the Euclidean metrics depend only on the difference of their lengths, i.e., on the 

absolute contribution of the domain to these documents. Thus, in case of the 

documents with similar thematic structures the Euclidean metrics reflect the dif-

ference of domain contribution to the documents. In the previous example, if d' 

has the same length as d then the Euclidean distance between d + d' and d is half 

of the length of d, i.e., half of the absolute domain contribution to d, as naturally 

expected, while the distance between d' and d is equal to the length of d (note that 

the correlative measure is not defined for d'). 



In Figure 2, a geometric illustration of the correlative and Euclidean metrics is 

shown, where a and b are the two document image vectors.   

When discussing the relations between documents, the textual nature of docu-

ments is to be taken into consideration. In particular, if the document image is the 

zero vector, the document has no relation to the domain under consideration and 

consequently all binary operations of this vector and any other one have no sense. 

No meaningful distance is defined between two documents if one of them has 

zero image.  

The fuzzy nature of the DD probably allows the application of various metrics for 

fuzzy clustering [Klawonn, 1995]. However, a serious problem in such applica-

tion would be the testing of their validity [Windham, 1981]. In this paper, we do 

not consider fuzzy clustering. 

4.2 Strategy of building the clusters 

To build the clusters, the user should set up two thresholds: the one for the weight 

of the documents considered relevant and the other for the level of closeness be-

tween two documents for them to belong to one cluster.    

The threshold for the document weight can be set on the basis of characteristics 

considered in the section 3. All documents that have the weight more then such a 

threshold are considered relevant, the clusters being built only of such relevant 

documents. 

The threshold for the closeness allows to remove from consideration all weak 

links between the documents and to isolate the groups of the related documents, 

that have no links with other groups. Closeness C is the inverse value to the dis-

tance defined in percents: 

C = (1 – D / Dmax) 100%, 

where D is the distance between the documents and Dmax is the maximum of the 

possible distances between the documents in the given set of documents. The 

b 
a 

Theme

Contribution 

 
 

Figure 2.  Closeness between themes and between domain contributions.  



distance D is determined according to (3) to (6). Such representation of closeness 

allows assigning the level of closeness for clustering in percentage. 

Selecting the correct threshold for closeness is more difficult than the threshold 

for the document weights. Usually various scales, various metrics, and their com-

binations are to be tried. What is more, various DDs can be tried since relevant 

clustering can be found with another domain. 

4.2.1 Functional scales 

In a non-uniform document set (which is the most frequent and important case), 

the distance distribution between the documents also is very non-uniform, with 

many “hurricane” (too high) values that distort the overall picture. In practice, the 

documents producing these hurricane values usually are ignored, that causes the 

information about the structure of the document set to be lost. In Text Classifier, 

the distance between documents is measured using so-called functional scales that 

preserve the ordering on the axis of distances but suppress the hurricane values by 

scaling them down. As a functional scale D' for the distance D, various inverse 

degree functions can be used: 

p

DD =′ ,    where p = 2, 3, 4, ... 

Also the logarithmic function 

 
 

Figure 3. Parameters for definition of functional scale 

and various metric relations. 



)1log( DD +=′  

can be used. All these transformations do not distort the picture in the neighbor-

hood of the zero distance which is the most interesting for clustering: D' ≈ D 

when D ≈ 0. With this, the user can see the fine structure of the document set in a 

given neighborhood. On the other hand, the high values are not lost, i.e., the 

global structure with the hurricane values is preserved.  

Earlier versions of Text Classifier program provided the user the possibility to 

work with all mentioned functional scales. However, we found that our users 

preferred to use only either ordinary scale or logarithmic functional scale proba-

bly due to that they are easier understandable. In the current version the other 

scales are available only in the expert user mode, not to confuse the less advanced 

users.  

4.2.2 Variation and combination of metrics 

The procedure of decision-making in the process of clusterization is essentially 

more subjective than in the task of mere selection of the relevant documents. For 

such decision-making to be more objective, the program should take into account 

the preferences of the user with respect to the document closeness. Also it should 

check the stability of the results. 

Text Classifier program offers two metrics for evaluation of the distance between 

documents that were described in the section 4.1. If the user prefers to evaluate 

the closeness between documents by considering first the closeness between their 

thematic structures then the correlative metric is to be chosen. If the user prefers 

to evaluate the closeness between documents by considering first the closeness of 

the domain contributions then the Euclidean metric is used. However, in practice 

it is often desirable to combine both considerations, to define the closeness be-

tween two documents as their closeness both in the absolute domain contributions 

and in the thematic structure, with some coefficients of importance of these two 

considerations. This can be achieved with a combination of metrics: 

D = α × Dc + β × De ,  where  α + β =1.  

Here Dc and De are the distances between the documents in the correlative and the 

Euclidean metrics, respectively; α and β are the coefficients of preference – the 

penalties for the difference in the thematic structures and the absolute domain 

contributions, respectively. Usually in practice we set α = β = 1 (after automatic 

normalization they become α = β = 0.5), i.e., the difference in the thematic struc-

ture and the additional “chatter” in the documents have the same penalties. 

Text Classifier program offers various variants of the Euclidean metric (5). By 

increasing the degree p the user can emphasize the contribution of large differ-



ences in the occurrences of some keywords. This metric is sensible to the “hurri-

cane” values of the keywords. 

The Euclidean metric of any degree is stronger than the correlative one, i.e., if the 

distance between some documents is equal (or close) to 0 for the Euclidean metric 

then the distance between these documents is also equal (or close) to 0 for cor-

relative metric, but vice versa. However, the correlative metric is important be-

cause of the following considerations. First, the Euclidean metric (if it is used not 

in combination with the correlative one) does not allow emphasizing the closeness 

of the themes in the documents. Second, the Euclidean metric does not allow to 

discover the fine structure of the document set: the majority of links turn out to be 

weak and therefore the user has to choose a low threshold for closeness so that 

almost all documents turn out to be interconnected, that in effect makes non-

trivial clustering impossible. 

4.2.3 Automatic prediction of the parameters 

Figure 3 shows various options that allow the user to select the mode of func-

tional scale and to construct a combination of metrics. Figure 4 illustrates the 

procedure of threshold selection. The left-side scale defines the document weight 

threshold; the right-side scale the threshold for the closeness between documents. 

To simplify the selection of the thresholds by user the program Text Classifier 

automatically pre-calculates and shows to the user in a concise form the following 

expected results for the possible values of the thresholds: 

        

(a)                                                       (b) 
 

Figure 4. Setting thresholds for document weight and for closeness between 

documents: (a) – using ordinary scale, (b) – using logarithmic scale  



• The number of the relevant documents for the weight threshold; they are 

shown to the right of the left-side scales in Figure 4, 

• The number of the clusters for the closeness threshold with the current value 

of the weight threshold; these numbers are shown to the right of the right-side 

scales in Figure 4. 

These values are calculated automatically for some grid of the possible positions 

of the corresponding control elements; in Figure 4, for the values of 0, 40, 80, 

120, 160, and 200 O
OO

 of the weight threshold, and for the values of 0, 20, 40, 60, 

80, and 100% for the closeness threshold. 

Of course, such dynamic hints correspond to the current settings for the functional 

scale and metric. In Figure 4 (a) they were calculated for ordinary scale and in 

Figure 4 (b) for logarithmic one. Both cases correspond to the example described 

in the section 1.1 (ecological interviews). 

High level of subjectivity in our definitions may set forth the problem of cluster 

validation. It may be particularly important to make some tests on the absence of 

the class structure. In this paper, we do not consider this question, for some suit-

able methods see [Jolliffe 1988; Gordon 1996]. 

 
 

Figure 5. Clusters for the linear metric 

(weight threshold is 60, closeness threshold is 55). 



4.3 Practical example 

For the example with the interviews of ecologists, let us first consider the weight 

threshold equal to 60; this gives 24 relevant documents, see Figure 1. According 

to the preliminary information about the interviewed persons, it 3 non-trivial clus-

ters of documents are to be built. Note that a cluster may consist of only one ele-

ment; these are trivial clusters. In our example the presence of trivial clusters was 

expected because of the following: 

• Some ecologists spoke of many aspects of the problem at the same time, 

• Some ecologists presented original views on the problem. 

Figure 5 illustrates the result of clustering with the linear metric. There are three 

non-trivial clusters: (3, 4, 6, 12, 17, 28), (9, 18), and (14, 15, 20, 29). Figure 6 

illustrates the result of clustering with a combined metrics, the linear and the cor-

relative ones (with α = β = 0.5). There are the following non-trivial clusters: (3, 

4, 6, 12, 17, 28), (9, 18), and (14, 15, 16, 20, 29). 

Finally, Figure 7 shows the clusters for the pure correlative metric: (4, 6, 12, 17, 

28), (9, 18), and (15, 20, 29).  The contents of the clusters almost do not depend 

on the metric used, that indicates a good stability of the results. As for the trivial 

 
 

Figure 6. Clusters for a combination of  the linear and the correlative metrics 

(weight threshold is 60, closeness threshold is 62) 



clusters (independent ecologists), almost all of them have rather high weight (see 

Figure 1) and they need individual investigation.  

5 CONCLUSIONS AND FUTURE WORK 

The problem of evaluating the relation between document and a given domain, as 

well as between two documents has been considered. Its solution is possible on 

the basis of a domain dictionary containing domain-specific keywords. Some 

metric relations that help to solve the problems of relevant document selection 

and their clustering have been suggested and justified.  

A program Text Classifier that implements the suggested technology has been 

described and its results demonstrated on a real-world example. Text Classifier is 

currently used in the Mayor Directorate of Moscow City Government for the 

work with a large textual database, “Sustainable development of cities of Russia;” 

it also is being tested in the Department of Environment Protection of Mexico 

City Government for working with the text archive of ecological data. Our further 

work on the program will be aimed at the improvement of the visual representa-

tions.  

 
 

Figure 7. Clusters for the correlative metric  

(weight threshold is 60, closeness threshold is 77). 
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